Small connections are cyclic

Andrea Pulita

ABSTRACT

The main local invariants of a (one variable) differential module over the complex numbers
are given by means of a cyclic basis. In the p-adic setting the existence of a cyclic vector
is often unknown. It results then interesting to obtain definitions that does not involve
cyclic vectors. We investigate the existence of such a cyclic vector in a Banach algebra
or an algebra defined by a family of semi-norms. We follow the explicit method of Katz
[Kat87], and we prove the existence of such a cyclic vector under the assumption that the
matrix of the derivation is small enough in norm.
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1. Katz’s simple algorithm for cyclic vectors

Let (%,d) be a commutative ring % with unit, together with a derivation!' d : & — 2. We denote
by %% := {b € & such that d(b) = 0} the sub-ring of constants. A differential module M is a free
P-module of finite rank together with an action of the derivation

V:M—->M (1.1)

i.e. a Z-linear map satisfying V(bm) = d(b)m + bV (m) for all b € B, m € M. A cyclic vector for M
is an element m € M such that the family {m, V(m), VZ(m),..., V" (m)} is a basis of M over 4.
Such a vector does not always exists. Namely if d = 0 is the trivial derivation, then V is merely a
Z-linear map and (M, V) is a torsion module over the ring of polynomials #[X| where the action
of X on M is given by V. There is another counterexample in the case in which # = F,(X) is a
functions field in characteristic p > 0: let M := F,[X]", with n > ¢ = p", together with the trivial
connection V(fi,...,fn) = (f1,..., f}), then, since d? = 0, one has V? = 0 so M does not have
any cyclic vector. The same happens replacing I, by a ring A having a maximal ideal m such that
A/m = F,. The trivial connection of A[X]" (with respect to d/dx) can not admit a cyclic vector,
since otherwise its reduction to F,[X] would be cyclic too.

Y.e. a Z-linear map satisfying the Leibnitz rule d(ab) = ad(b) + d(a)b
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1.1 Three cyclic vector theorems.

P.Deligne provided the existence of such a cyclic vector for all differential modules over a field of
characteristic 0 with non trivial derivation (cf. [Del70, Ch.II,Lemme 1.3]).

THEOREM 1.1 [Del70, Ch.II, Lemme 1.3]. Let & be a field of characteristic 0, then all differential
modules over % admit a cyclic vector.

Subsequently N.Katz generalized the result of Deligne providing the following simple explicit
algorithm:

THEOREM 1.2 ([Kat87]). Assume that there exists an element t € % such that d(t) = 1. Assume
moreover that (n—1)! is invertible in %, and that =0 contains a field k such that > #k > n(n—1).
Let ag, a1, ..., aym—1) be n(n — 1) + 1 distinct elements of k, and let e := {eg,...,en—1} C M be a
basis of M over 8. Then Zarisky locally on Spec(%) one of the vectors

devt—a) = L Lot Z <'>v’f(e] 0 (12)

7=0 k=0

is a cyclic vector of M.

TuEOREM 1.3 ([Kat87]). If £ is a local Z[1/(n — 1)!]-algebra, and if a € %% is such that the
maximal ideal of 9 contains t — a, then c(e,t — a) is a cyclic vector for M.

The arguments of the Katz’s proofs are the following. We consider the polynomial ring #[X] and
we extend the derivation of Z by d(X) = 1. We denote again by V the action of d on M ® z #[X]
given by V ® Idg(x) + Idy ® d. Each element ¢y in M ®4 %[X] can be uniquely represented as
co = Z]?O co,j X7, with ¢g; € M for j = 0,1,.... The derivatives V*(cg) of ¢y then have the same

form ¢; := Vi(cy) = 250 i X7, with ¢ = S0, k:‘(];“k) (2) ViTF (o jtk)-

co = co,0 + co1 X + co2- X2 + + con—1-X""t +
V(co) = c1,0 + c1,1- X+ c12- X2 + + Cln—1- X"l 4+

vz(CO) = c20 + c21- X  + c2,2+ X2 4+ + C2,n—1 Lxn-l 4 (1 3)
X + cp-12-X%2 + + cp—ip-1- X"+

4 1(CO) = Cp-1,0 +T Cn-1,1°

The main point is now that, if (n — 1)! is invertible in 4, and if the degree (with respect to X) of ¢y
is less or equal to n — 1, then the 0-components {co 0, ¢1,0,...,cn—1,0} of {co, V(co),... , V" (o)}
uniquely determine cg. In fact we have the inversion formula

coj = 'Z ()w Flero), §=0,...,n—1. (1.4)

The idea is then to choose the 0-components equal to the basis of M: ¢, := e;. We then obtain
the vector (1.2):

Z X kZ () e (15)
0

This choice implies that the determinant of the base change is a polynomial P(X) € Z[X] verifying
P(0) = 1, because the matrix H(X) € M, (%[X]) expressing {cg, V(cg),..., V" !(co)} in the basis
e verifies H(0) = Id. In other words P(X) is invertible as a formal power series in Z[[X]], so that
cp is a cyclic vector for M ® 4 L[| X]].

2The symbol #k means the number of elements of k, or, if k is infinite, its cardinality.
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We now specialize X into an element t — a verifying d(t — a) = 1, this guarantee that the
specialization commutes with the action of the derivation. Let us come to the proof of the above
results. If & is local, and if ¢ — a belongs to the maximal ideal, then P(¢t — a) is clearly invertible
since it is of the form P(t —a) = P(0) + (t — a)Q(t — a) = 1 +y, with y in the maximal ideal. This
proves theorem 1.3. Notice that if Z is a field of characteristic 0, then %% is an infinite field,
hence there exists at least a constant a € %90 such that P(t — a) # 0, this is enough to prove
Deligne’s Theorem 1.1.% Now we come to the proof of Theorem 1.2. Katz proves that the ideal .# of
% generated by the values { P(t —a;)}i—0, . n(n—1) is the unit ideal. He argues as follows. We observe
that the polynomial P(X) has degree < n(n — 1), since

coAV(cg)A...AV" ) = P(X)-egAer A---Aen_y (1.6)

and the n vectors cy, V(cp), ..., V" 1(c) have all degree < (n —1). So we write P = Z?i%_l) re XS
and P(t —a;) = Zgg)_l) rs(t — ai)®. Now for i 7 j one has (t —a;) — (t —a;) = a; —a; # 0 in k, so
(t —a;) — (t — a;) is invertible in %. Hence the Van Der Monde matrix V' := ((t — i) )o<i j<n(n—1)
is invertible because its determinant is [[o<;;<p(n—1)(a; — @;). This implies that the ideal % is
equal to the ideal generated by the coefficients 7o, ..., 7, p—1)- 4 Since rg = 1, then .# = 2. This
concludes the Katz’s proofs.

1.1.1 About the assumptions of Katz’s Theorems. The assumption about the existence of ¢
such that d(t) = 1 is not completely constrictive. Indeed it is enough to assume the existence of an
element ¢ € % such that d(t) = f is invertible in . Then we replace the derivation d by d:=f14d
in order to have d(f) = 1. We then consider the connection V:=f1.V on M, and we form the
Katz’s cyclic vector (1.2) constructed from the data of (d,, 6) Then

LEMMA 1.4. The vector c is a cyclic vector for the differential module (M, V) over (#4,d) if and
only if ¢ is a cyclic vector for (M, f - V) over (%, f - d), for an arbitrary invertible element f € 2.

Proof. Tt is enough to prove that if ¢ is cyclic with respect to (M, V) then it is a cyclic vector with re-
spect to (M, fV). We have to prove that the base change matrix from the basis {c, V(c),..., V"7 1(¢)}
to the family {c, (fV)(c), (fV)3(c),...,(fV)""1(c)} is invertible. The Leibnitz rule of V gives the
relation Vo f = f oV + d(f) where f and d(f) denote respectively the multiplication in M by
f € B and d(f) € AB. One sees then that (fV)F = fFVF + > o<ich1 @i(f)V?, for convenient ele-
ments «;(f) € 9. This implies that the base change matrix is triangular with (1, f, f2,..., f*1)
in the diagonal. O

REMARK 1.5. The Katz’s algorithm is not invariant under the above change of derivation. In other
words the Katz’s vector ¢y obtained from (d,t,V) does not coincide with the Katz’s vector co
constructed from (d,t, %)5 If one of them is a cyclic vector, then it is simultaneously cyclic for V
and %, thanks to the above lemma. But actually, in our knowledge, the fact that one of them is
cyclic does not imply necessarily that the other is cyclic too.

1.2 The Katz’s base change matrix.

We now investigate the explicit form of the base change matrix H(X). For this we need to introduce
some notation. If a basis e of M is fixed then we can associate to the n-times iterated connection

3Notice that Deligne does not ask for the existence of ¢ € % satisfying d(t) = 1. But it is easy to reduce the general
case to this one by replacing the non trivial derivation d by d:= f - d, with f d(t)~ ! and then using Lemma 1.4.
“The ideal .# is the set of linear combinations Z"(" D, P(t—a;) = w- (P(t—a;)); with coefficients b; in 2. Since
V is invertible, for all Vector v with coefficients in %, there exists w such that fw -V = % and reciprocally. So that
any linear combination *w - (P(t —a;)); of the family {P(t — a;)}; is in fact a linear combination of the family {r;},
because ‘w - (P(t — ai))i = -V - (r;)i = - (r:)i, and reciprocally. So .# is the ideal generated by the family {r;};.
5Notice that d(t) = d(#) = 1. Once we change d we also have to change t in order to preserve this relation.
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V" :=VoVo---0V amatrix G, = (gnsi,j)i,j=0,..n—1 € Mp(%) whose rows are the image of the
basis e by V™

n—1
V"(el) = Zgnn}j c€j . (17)
7=0

PROPOSITION 1.6. The Katz’s base change matrix H(X) verifying (Vi(co(e, X))); = H(X)(e;); has
the form

H(X) = H()(X) +H1(X) G114+ -+ HQn_Q(X) - Gaop_a , (18)

where the matrices Hs(X), s = 0,...2n — 2, all belong to Z[ﬁ][X] and satisfy the following
properties:

i) One has
1 X XT2 XT? ...... %
2 3 n—2
01 x X=X .. ﬁ
00 1 x X2 %
HoX) = |00 1 x- bt (1.9)
See g
0 e 1
ii) If Hy(X) = (hs;,j(X))i,; then
Xs+]—z
hsi i(X) = 1.10
877/7]( ) a(87z7]) (S"‘J _7/)' ( )
with
min(,s) ki .
s — 1
a(s;i,7) = €sij > (—1)S+k< , *7> <k> ez (1.11)
k=max(0,s+j—(n—1)) J
where

1 if (s,j)€]0,n—1+1] x max(0,i —s),min(n —1,n—1+1i—s)]
€sij = (1.12)
0 if (s,7)¢[0,n—141] x [max(0,i —s),min(n —1,n—1+4+i—s)]

ili) In particular one has hg,; j = 0 if j—i does not belong to the interval [max(1—s,1—n),n—1—s].

Proof. Applying V' to the vector cy(e, X), and re-summing by setting s := m + k — j one obtains

n—1 m 1 - m .

Vi) = ¥ Y S0 (M) ()t Gpvrite)
m=0 j=0 k=0 '
n—1+i min(n—1,n—14i—s) Xs+j_7;

s=0 j=max(0,i—s)
where a(s;1i,7) is

min(%,s)

as:i,j) = 3 (—1)8—k<8 -k ”) (;) cz. (1.15)

k=max(0,s+j—(n—1)) J
4



SMALL CONNECTIONS ARE CYCLIC

In matrix form, if Hy(X) = (hg;,j(X))ij=o0,...n—1, then

2n—2 2n—2
(Vi(eole, X)) = (3 H(X)G) - (e = Y (H(X)GL) - (e (1.16)

2n—;0 n—1 i 2n—2 n—1n—1

= ( hs;i,j(X)gs;j,k)ik‘(ei)i = ( hs;i,j(X)gs;j,kek)i (1.17)
s=0 j=0 ’ s=0 k=0 j=0
2n—2 n—1 n—1 2n—2 n-—1

= < hs;i,j(X)(ng;j,kek)>i = ( hs;i,j(X)vs(ej))i : (118)
s=0 j=0 k=0 s=0 j=0

So that V(co(e, X)) = 3.2, E;:& hs:,j(X)V?(e;). This means that

Xs—i—j—i

hsij(X) = a(s;i,j) - Gri—i

(1.19)
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Below we write the first examples of H(X) for n = 2,3,4,5.

_(1X -X 0 00
—(01)+(0 X)G1+(—X0)G2
2 2 X2 0 0 0
1x X0 -x 2%~ 0 5 0 0 o 0 00
=lot X |+ o _x _x2|Gi+| 020 [G+|ZT ° O)Gs+ }?282
2 X XZ
1 0 0 2X 0 73XX72 x —2%-0 3
2 43 2 3 x2 o x3
B AT A s N T
x2 X x2 x3 o X~ 3X° o
= |01 X 5 |+ O =X 2% 5 |G+ 2 3 5 | Ga+
00 1 X 0 0 _x 2Xx2 0 0 —-53%- X
L A
00 0 1 0 0 0 3X 0 0 -6x 3X
x3
X0 0 0 0. 0 0 0
31 0 0 00
X3 X2 g 0 0 O 0 00 0 000
0 3% 0 0 3 8 0 000
X2 3 Gs+ | _x24x2 ( o[Gat+| -3 o0 00 |Gs+ | 0 000
0 4% =35 0 2 "3 3 5 X2 3x3 (¢ ~X2000
2 x3 -x 7%~ 3X7 ¢ =255 35T -
0 4x -8~ X 2 30
2 3 4 2 3 4 X2 3x3 x4
x5 & -x 24 3% KL 0 o 0 0
2 3 2 3 4 2K X 4l
01X & T s O DU N S S
= 2 3 A _ma_ A
00 1 x X2 [T] 0o o -—x —2Xex) |Git ] 0 0 5 ST 2+
00 0 1 X 0o 0 0 -x 3% 0 0 0 —9% 3%~
00 0 0 1 0 0 0 0 4X 0 0 0 —10x 6%
3 4 4
I B S 0 0 20 0 0 0
3 4 4
0 % 63 0 0 0 —42- 0 0 0
3 4 3 4
o o 9% —aX o |Gs+ ]| o 5% 6% 0o o |Gyt
2 3 4 2 3 4
R e 0 53 153 —aX o
2 3 2 3 4
0 0 10X —203 4%F 0 -5X 253 —133- X
0 0 0 0 0
0 0 0 00
x 0 0 0 0 0O 0 0 00 o 9 993
3 4 X9 0 00 0 0 000
A 4% 0 0 0G5+ 4, 4 Gg + x4 G7 +
2 3 4 x5 _yx* g 0 000
X X X 25 4=y 0 00 4!
or 9% 63 0 0 3! 4, 3 x4
i -2 -3 4 3L2 _13X73 GX—4 00 350 _4T 000
X —14%- 2157 —42- 0 21 ETR :
0 0000
§ 8090
0, 0000 G
2-0000

Gs
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2. Small connections are cyclic over an ultrametric Banach algebra.

In this section we provide a sufficient condition for differential modules over an ultrametric Banach
algebras, in order to guarantee that the Katz’s vector (1.2) is a cyclic vector.

2.1 Norms and matrices

We recall that an ultrametric norm on a commutative ring with unit & is a map |.| : Z — Rxg
satisfying [0] = 0, |1] = 1, |a+ b| < max(|al, |b]), |ab| < |a|-|b|, for all a,b € 2. We require moreover
|na| = |n||a| for all n € Z, a € A. Hence, in particular, the norm on Z induced by |[.| is ultrametric
and so |n| < 1 for all n € Z. If % is complete an separated® with respect to |.| then we say that
A is an ultrametric Banach algebra. A norm on My, (%) is a map ||.|| : M,(#B) — Rsp satisfying
10 = 0, 11 = 1, 14+ Bl < max(|All IBI), |ABI = |Al - | B, [bA] = bl Al for all b € 2,
A,B € M,(#). In the sequel we will consider on M, (%) two norms

sup-norm: [(aij)l = supla;l, (2.1)
l’]

p-sup-norm: ](ai,j)|(p) 1= sup lai ;10" ", p>0. (2.2)
17]

Notice that if ¢ is a %-algebra together with a norm |.|¢ extending” that of %, and if ¢ € € is an
element with norm |¢| = p~', then |A|?) = |AZTAA.|, for all A € M, (%), where A. is the diagonal

matrix with diagonal equal to (1,¢,¢%,...,c" 1),

2.1.1 Norm of derivation Let (B,[.|) be an ultrametric Banach algebra, and let ||.|| : M, (%) —
R0 be a fixed norm. Let now d : 8 — % be a continuous derivation. We extend d to M, (%) by
d((ai;)ij) == (d(as;))s,j- Let |d| denotes the norm operator of d acting on %:

d(b
|d| := sup 1d(0)] . (2.3)
bL0pez |0
We will always assume that the norm ||.|| verifies
(Al < [d] - [[A] (2.4)

for all A € M,,(%). This holds for the sup-norm and the p-sup-norm.

2.2 Norm of the matrix of the connection and cyclic vectors

We consider as above an ultrametric Banach algebra (B, |.|), together with a continuous derivation
d: B — B. Let ||| : Mp(B) — R be a fixed norm satisfying (2.4), for which M,, () is complete
and separated. Let (M, V) be a differential module. We assume that there is a element ¢ € % such
that d(t) = 1. In order to consider the Katz’s base change matrix (1.8) we assume that (n — 1)! is
invertible in . As in the above sections we denote by G, the matrix of the n-th iterated connection
V"™ : M — M with respect to a basis e. The simple idea of this section is the following.

LEMMA 2.1. If the matrices G1,...,Gon_o are small enough in norm, in order to verify
[ Ho(—t)Hy(t)Gs|| < 1 (2.5)
for all s=1,...,2n — 2, then the Katz’s base change matrix
H(t) := Ho(t)+ Hi(t)G1 + -+ + Hop—2Gap—2 (2.6)

is invertible.

6% is separated if and only if |a| = 0 implies a = 0.
i.e. in order that the structural morphism % — % is an isometry
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Proof. Indeed Hy(t) is always invertible with inverse
Ho(t)™" = Ho(~t). (2.7)
So that H(t) is invertible if and only if Ho(t)"'H(t) =1 + 23212 Hy(—t)H4(t)Gy is invertible. [

Of course a sufficient condition to have (2.5) is

Gl < (1H@)] - | Ho(=6)[) 7" - (2.8)
In the following subsection we provide an explicit upper bound on the sup-norm and on the p-sup-
norm of G := G sufficient to guarantee (2.8) for all s =1,...,2n — 2. In order to do that we relate

the norm of G with that of G by the following

LEMMA 2.2. For all s > 1 one has
1G5l < (|Gl - sup([| Gl |d])*~ . (2.9)

Proof. We have the recursive relation Gs11 = d(Gs) + GsG1. Since we assume ||d(Gs)|| < |d|||G5s]l,
then one easily has ||Gst1]| < ||Gs]| - max(|d|, |G1]|). By induction the lemma is proved. O

2.3 Upper bound for the sup-norm.

Let now the chosen norm ||.|| = |.| be the sup-norm (2.1). We are looking for a condition on |G|
that guarantee
(Gsl < (|Hs(®)] - [Ho(=t)) ", (2.10)
for all s =1,...,2n — 2. Thanks to Proposition 1.6 one has®
[Ho(t)| = |Ho(=t)| = sup [t'|/[il (2.11)
i=0,...,n—1
|Hs(t)| < |Ho(—t)|, foralls=1,...,2n —2. (2.12)

Indeed since «(s;i,j) is an integer, and since the norm |.| is ultrametric, one has |a(s;4,7)| < 1.
From this we have

([Ho(=t)[|Hs()) ™" > [Ho(1)]72. (2.13)
On the other hand by Lemma 2.2 one has
|Gs| < |Gi| - max(|Ghl, |d])*~" . (2.14)

Hence it is enough to prove that
(G| max(|Gyl, [d])*™" < [Ho(t)]™?, (2.15)
forall s=1,...,2n — 2.

PROPOSITION 2.3. Assume that

_ . 1 . 1 2| [(n—=1)1\2 . 1
2 . J— — R . 70 . -
|G1| < |Ho(t)] mm(l7 |d|2”*3> mln(l, TR T ) mm(l, |d|2”*3) . (2.16)

Then (M, V) is cyclic and the Katz’s vector co(e,t) is a cyclic vector for M.

Proof. We observe that both minimums are < 1, moreover min(1, 1/[¢], [2|/[?], ..., |[(n—1)!|/[t"]) <
1/]t|. Since d(t) = 1, then |d||t| > 1, and hence 1/|t| < |d|. Our assumption then implies |G1| < |d].
Hence (2.15) becomes |G| - |d|*~! < |Ho(t)|72 for all s = 1,...,2n — 2. This inequality is fulfilled
if and only if |G1| < ming—1,__on—2|Ho(t)|72/|d|*"t = |Ho(t)|7? - min(1,1/]d|*"~3) which is our
assumption. [

8Notice that |.| is not assumed to be multiplicative, hence |t| < [¢|*.
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2.4 Upper bound for the p-sup-norm with p = [t|~!.
We assume that

3 . p
po= It aig)il T = sup gl (2.17)
/L?J
As above we shall provide a condition on G; to guarantee

G| (7 < (L)1) - | Ho ()| 7D) (2.18)
for all s =1,...,2n — 2. Since |.| is not assumed to be multiplicative, hence [t{| < |¢|*. This implies
|t|]¢] 1 1

i i ] [

Of course if |.| is power multiplicative”, the above inequality is actually an equality. Notice that
since |.| is ultrametric on Z, then |(n — 1)!| < 1.

[Ho(—)|117) = [Ho (1) 1) =

3,j=0,....n—1

(2.19)

LEMMA 2.4. One has

@ < L (2.20)
[(n—1)!]
Proof. Thanks to proposition 1.6, for all s =1,...,2n — 2 one has
_ o t5+j—i| o
(0017 = By i |[E]F = [ ank BT 2.21
O = a7 = e o) .21
Now |a(s,i,7)] < 1, and it is equal to 0 for j —i ¢ [max(l —s,1 —n),n — 1 — s]. So, since
. . s . —1 s+j—1 -
’t5+] Z| < ’tSHt’] *, then we obtain ‘Hs(t”('t‘ ) < maxj—ie[max(l—s,l—n),n—l—s}m‘t’l 7 <
Lol I [
MaXremax(1—s,1-n),n—1=s] [ls+r)] — -1 u
Then one has
- - —1)!?
(|Ho(=8)| 175 - [H ()17 =1 > [(n — DY (2.22)

tl°
On the other hand by Lemma 2.2 one has

|GS|(\t|‘1) < |G1‘(\tl‘1) .max(|G1|(lt|‘l)’|d|)s—1, (2.23)
So condition (2.18) is fulfilled if

- - —1)!?
G0 - ma(( Gy 017 (a1 < V(”MH (2.24)
forall s=1,...,2n — 2.
PROPOSITION 2.5. Assume that
2
-y l(n=DI#|d| 9.9
G <y (22

Then (M, V) is cyclic and the Katz’s vector co(e,t) is a cyclic vector for M.

Proof. Since d(t) = 1, then |d||t| > 1. Our assumption then implies \Gll(‘trl) < |(n—D?|d| < |d|.
Hence (2.24) becomes |G| (™). |d]s1 < =D g all s = 1,...,2n—2. This inequality is fulfilled

[t]*
. . -1 . —1)12 —1)12 <1 .
if and only if |G1\(|t‘ ) < mine_ . on_2 |(?|t\1|2l.|‘)s‘d‘ - |((|;AL|\dT))éL“’d2‘ which is our assumption. O
9The norm |.| is power multiplicative if it verifies [b"| = |b|™ for all b € &, and all integer n > 0
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2.5 Upper bound for the p-sup-norm with p = |d|.
We now set

= ldl,  (ai)i;|' = suplaslldf~" . (2.26)
]

We quickly reproduce the computations of section 2.4. As usual we have to prove that |G8|(|d‘) <
(|Ho(—1)|U4D . | H,(£)|14D)=1, One has

eilldf (ldljt))’
i=0,cn—1 |il] " i=0,n—1  |il|

[Ho(—)|1" = |Ho (1)) = (2.27)

As usual this becomes an equality if |.| is power multiplicative.

LEMMA 2.6. Let p > 1 be a real number, and let s > 0 be an integer. The sequence of real numbers
i+ p'/|(s +1)!| is increasing.

Proof. One has p™1/|(s + i+ 1)!] = p*/|(s + i)!] if and only if p/|s + i + 1| > 1. This last is true
since the norm of a integer is < 1, because the norm is ultrametric. O

Since d(t) = 1, then |d|[t| > 1, so we then have

(ldllen™
|Ho(—t)|() < A2 (2.28)
[(n—1)!|
LEMMA 2.7. One has
(ldllep—1-=
[Ho ()1 < o] - e (2.29)
[(n— 1)
Proof. As in lemma 2.4 one has
597 |d) 2] (|d||t dl|t])"
()| = max Ja(s; i, )| o U g By e D9 5
0 [(s+5 =) = ig |(s+7 =) v (s +1)!
where 4, j runs in [0,n — 1], and r € [max(1 —s,1 —n),n —1—s]. By Lemma 2.6 the last maximum
is equal to (|d|[t])"~1=*/|(n — 1)!|. O
Then one has
- |(n —1)!]?
(| Ho(—t) 1D - [ (1)[140) 5 (2.31)
5] - (|d][])?n =2
As usual one also has |G| < |G1|U) - max (|G|, |d])*~, so what we need is
- [(n — DI
G119 max(|Gy |1, [a])* — (2.32)
S T
forall s=1,...,2n — 2.
PROPOSITION 2.8. Assume that
|(n — 1)!?|d]
G| < S (2.33)
(ldl[¢])?r—2

Then (M, V) is cyclic and the Katz’s vector cy(e,t) is a cyclic vector for M.

Proof. Since d(t) = 1, then |d||¢| > 1. Our assumption then implies |Gy |1 < |(n — 1)!2|d| < |d|.
2

Hence (2.32) becomes |G| - |d]*~1 < %, for all s =1,...,2n — 2. But this is actually

our assumption. t
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