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Abstract

We show that any solution of the two-dimensional Navier-Stokes equation whose vorticity
distribution is uniformly bounded in L1(R2) for positive times is entirely determined by the
trace of the vorticity at t = 0, which is a finite measure. When combined with previous
existence results by Cottet, by Giga, Miyakawa & Osada, and by Kato, this uniqueness
property implies that the Cauchy problem for the vorticity equation in R2 is globally well-
posed in the space of finite measures. In particular, this provides an example of a situation
where the Navier-Stokes equation is well-posed for arbitrary data in a function space that is
large enough to contain the initial data of some self-similar solutions.

1 Introduction

We consider the two-dimensional incompressible Navier-Stokes equation

∂u

∂t
+ (u · ∇)u = ∆u−∇p , div u = 0 , x ∈ R2 , t > 0 , (1.1)

where u(x, t) ∈ R2 denotes the velocity field of the fluid and p(x, t) ∈ R the pressure field.
Since this system is very well-known, we do not comment here on its derivation and rather refer
to the monographs [7], [21], [27] for a general introduction. The first mathematical result on
the Cauchy problem is due to Leray [22] who proved that, for any initial data u0 ∈ L2(R2),
system (1.1) has a unique global solution u ∈ C0([0,+∞), L2(R2)) such that u(·, 0) = u0

and ∇u ∈ L2((0,+∞), L2(R2)). The space L2(R2) is naturally associated with the Navier-
Stokes equation for two different reasons. First it is the energy space, because the square of
the L2 norm of u is the total (kinetic) energy of the fluid, which is nonincreasing with time.
Next, the space L2(R2) is scale invariant, in the sense that ‖λu0(λ·)‖L2(R2) = ‖u0‖L2(R2) for
any u0 ∈ L2(R2) and any λ > 0. This is important because the transformation

u(x, t) 7→ λu(λx, λ2t) , p(x, t) 7→ λ2p(λx, λ2t) , λ > 0 , (1.2)

is a symmetry of (1.1). This invariance was used by Kato [18] to prove that the Navier-Stokes
equation in the d-dimensional space Rd is locally well-posed for arbitrary data in Ld(Rd) and
even globally well-posed for sufficiently small data in that space, see also [28], [14]. Kato’s result
was subsequently extended to larger scale invariant function spaces, such as the homogeneous
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Besov space Ḃs
p,q(R

d) with s = −1 + d
p and p, q < ∞, see Cannone and Planchon [3], [4] and

Meyer [24]. A similar analysis was carried out for the vorticity equation in Morrey spaces by
Giga and Miyakawa [16]. One interest of dealing with larger function spaces is that they may
contain initial data which are homogeneous of degree −1 and therefore give rise to self-similar
solutions of (1.1). This is the case of the Besov space above if q = ∞, or of the larger space
BMO−1(Rd) introduced by Koch and Tataru [20]. In such spaces, however, it is not known
whether the Cauchy problem is well-posed for large data, even locally in time.

We now return to the two-dimensional case d = 2 which is simpler for several reasons. First,
the a priori estimates allow in that case to prove that all solutions are global. For instance, in [10],
F. Planchon and the first author proved that, for arbitrary data in Ḃs

p,q(R
2) with s = −1 + 2

p
and p, q < ∞, there exists a unique global solution to the Navier-Stokes equation (1.1). This
result was recently extended by Germain [13] to the larger space VMO−1(R2), which is the closure
of S(R2) in BMO−1(R2). To our knowledge, this is the largest space for the velocity field in which
one can solve the Navier-Stokes equation for arbitrary data. Note however that VMO−1(R2)
does not contain any non-trivial homogeneous function of degree −1.

Another specificity of the two-dimensional case is that the vorticity ω
def
= ∂1u2 − ∂2u1 is a

scalar quantity which satisfies a remarkably simple equation, namely

∂ω

∂t
+ u · ∇ω = ∆ω , x ∈ R2 , t > 0 . (1.3)

The velocity field u(x, t) can be reconstructed from the vorticity distribution ω(x, t) by the
Biot-Savart law

u(x, t) =
1

2π

∫

R2

(x− y)⊥

|x− y|2 ω(y, t) dy ,

where x⊥ = (x1, x2)
⊥ def

= (−x2, x1). In terms of the vorticity, the invariance (1.2) reads

ω(x, t) 7→ λ2ω(λx, λ2t) . (1.4)

A natural scale invariant space for the vorticity is thus L1(R2). The Cauchy problem for (1.3)
in L1(R2) was studied for instance in [1], where results analogous to Leray’s and Kato’s theorems
for the velocity field are obtained. However, it is important to realize that a vorticity in L1(R2)
does not imply a velocity field in L2(R2). Indeed, if u ∈ L2(R2) and if ω = ∂1u2−∂2u1 ∈ L1(R2),
then it is easy to verify that necessarily

∫

R2 ω dx = 0. Since the integral of ω (which is the
circulation of the velocity field at infinity) is conserved under the evolution of (1.3), it follows
that if the initial vorticity has nonzero integral then the associated velocity field will never be
of finite energy. This “discrepancy” between function spaces for the vorticity and the velocity
is specific to the two-dimensional case. Indeed, if for instance ω solves the vorticity equation in
L

3
2 (R3), then the associated velocity field does solve the Navier-Stokes equation in L3(R3).

In this paper, we study the Cauchy problem for the vorticity equation (1.3) in M(R2), the
space of all finite real measures on R2. If µ ∈ M(R2), the total variation of µ is defined by

‖µ‖M = sup

{
∫

R2

ϕdµ
∣

∣

∣
ϕ ∈ C0(R

2) , ‖ϕ‖L∞ ≤ 1

}

,

where C0(R
2) is the set of all real-valued continuous functions on R2 vanishing at infinity. We

recall that M(R2) equipped with the total variation norm is a Banach space, whose norm is
invariant under the scaling transformation (1.4). Another useful topology on M(R2) is the
weak∗-topology which can be characterized as follows: a sequence {µn} in M(R2) converges
weakly to µ if

∫

R2 ϕdµn →
∫

R2 ϕdµ as n→ ∞ for all ϕ ∈ C0(R
2). In that case, we write µn ⇀ µ.

2



Existence of solutions of (1.3) with initial data in M(R2) was first proved by Cottet [8],
and independently by Giga, Miyakawa, and Osada [15]. Uniqueness is a more difficult problem.
Using a Gronwall-type argument, it is shown in [15] that uniqueness holds if the atomic part
of the initial vorticity is sufficiently small, see also [19]. The fact that the size condition only
involves the atomic part of the measure is a consequence of the key estimate (see [15])

lim sup
t→0

t1−
1
q ‖et∆µ‖Lq ≤ Cq‖µ‖pp , 1 < q ≤ +∞ ,

where ‖µ‖pp denotes the total variation of the atomic part of µ ∈ M(R2). On the other hand,
the case of a large Dirac mass was solved recently by C.E. Wayne and the second author [12]
using a completely different approach, which we now briefly describe. We first observe that,
given any α ∈ R, equation (1.3) has an exact self-similar solution given by

ω(x, t) =
α

t
G

( x√
t

)

, u(x, t) =
α√
t
vG

( x√
t

)

, x ∈ R2 , t > 0 , (1.5)

where

G(ξ) =
1

4π
e−|ξ|2/4 , vG(ξ) =

1

2π

ξ⊥

|ξ|2
(

1 − e−|ξ|2/4
)

, ξ ∈ R2 . (1.6)

This solution is often called the Lamb-Oseen vortex with total circulation α. In fact ω(x, t) is
also a solution of the linear heat equation ∂tω = ∆ω, because the nonlinearity in (1.3) vanishes
identically due to radial symmetry (this is again specific to the two-dimensional case). The
strategy of [12] consists in rewriting (1.3) into self-similar variables as in (2.9) below. Using a
pair of Lyapunov functions, the authors show that the Oseen vortices αG (α ∈ R) are the only
equilibria of the rescaled equation. By compactness arguments, they deduce that all solutions
converge in L1(R2) to Oseen vortices as t → +∞, and as a byproduct that (1.5) is the unique
solution of (1.3) such that ‖ω(·, t)‖L1 ≤ K for all t > 0 and ω(·, t) ⇀ αδ0 as t → 0, where δ0 is
the Dirac mass at the origin. Another proof of the same result is proposed in [9].

The goal of the present paper is to solve the uniqueness problem in the general case by
combining the result of [15], which works when the initial measure has small atomic part, with
the method of [12], which allows to handle large Dirac masses. Our main result is the following:

Theorem 1.1 Let µ ∈ M(R2), and fix T > 0, K > 0. Then the vorticity equation (1.3) has at
most one solution

ω ∈ C0((0, T ), L1(R2) ∩ L∞(R2))

such that ‖ω(·, t)‖L1 ≤ K for all t ∈ (0, T ) and ω(·, t) ⇀ µ as t→ 0.

Here and in the sequel, we say that ω(t) ≡ ω(·, t) is a (mild) solution of (1.3) on (0, T ) if the
associated integral equation

ω(t) = e(t−t0)∆ω(t0) −
∫ t

t0

∇ · e(t−s)∆
(

u(s)ω(s)
)

ds (1.7)

is satisfied for all 0 < t0 < t < T .
If we combine Theorem 1.1 with the existence results in [8], [15], [19], we conclude that there

is a unique global solution to (1.3) for any initial measure in M(R2). In fact the method we use
to prove uniqueness also implies that this solution depends continuously on the data, so that
the Cauchy problem for the vorticity equation (1.3) is globally well-posed in the space M(R2).
If in addition we use the results in [12] on the long-time behavior of the solutions, we obtain the
following final statement:

3



Theorem 1.2 For any µ ∈ M(R2), the vorticity equation (1.3) has a unique global solution

ω ∈ C0((0,∞), L1(R2) ∩ L∞(R2))

such that ‖ω(·, t)‖L1 ≤ ‖µ‖M for all t > 0 and ω(·, t) ⇀ µ as t → 0. This solution depends
continuously on the initial measure µ in the norm topology of M(R2), uniformly in time on
compact intervals. Moreover,

∫

R2

ω(x, t) dx = α
def
= µ(R2) , for all t > 0 ,

and
lim
t→∞

t
1− 1

p

∥

∥

∥
ω(x, t) − α

t
G

( x√
t

)
∥

∥

∥

Lp
x

= 0 , for all p ∈ [1,∞] . (1.8)

Remark that the space M(R2) does contain nontrivial homogeneous distributions (the Dirac
masses at the origin), hence Theorem 1.2 gives an example of a situation where the Navier-Stokes
equation is well-posed for arbitrary data in a function space that is large enough to contain the
initial data of some self-similar solutions (the Oseen vortices). Remark also that Oseen’s vortex
plays a double role in Theorem 1.2: it is the unique solution of (1.3) when the initial vorticity µ
is a Dirac mass at the origin, and on the other hand it describes the long-time behavior of all
solutions, see (1.8). In fact, it is possible to show that (1.8) is a consequence of the uniqueness
of the solution when µ = αδ0, see [6] and [17]. Uniqueness with measure-valued initial data is
also a key tool for proving convergence of stochastic approximations of the vorticity equation,
see [23].

The rest of this paper is devoted to the proof of Theorem 1.1 and of the continuity statement
in Theorem 1.2. Before entering the details, let us give a short idea of the argument. Previous
works on the subject assumed that the initial vorticity µ either has a small atomic part [15],
[19], or consists of a single Dirac mass [12]. So it is natural to decompose µ into a finite sum of
isolated Dirac masses, and a remainder whose atomic part is arbitrarily small (depending on the
number of terms in the previous sum). The idea is then to use the methods of [12] to deal with
the large Dirac masses, and the argument of [15], [19] to treat the remainder. The difficulty is of
course that equation (1.3) is nonlinear so that the interactions between the various terms have
to be controlled.

To implement these ideas, we start in Section 2.1 by recalling some general properties of
convection-diffusion equations, of the heat semi-group in self-similar variables, and of the Biot-
Savart law. The proof of Theorem 1.1 begins in Section 3, where we decompose the initial
measure as explained above and show that the solution ω(x, t) also admits a natural decom-
position into a sum of Oseen vortices and a remainder. In Section 4, we derive the integral
equations satisfied by the remainder terms, and we state a few crucial estimates that will be
proved in an appendix (Section 6). These results are used in Section 5, where Theorem 1.1 is
proved by a Gronwall-type argument. The same techniques also establish the continuity claim
in Theorem 1.2.

Notations. We denote by K0,K1, . . . our main constants, the values of which are fixed through-
out the paper. In contrast, we denote by C0, C1, . . . local constants which can take different
values in different paragraphs. Other positive constants (which are not used anywhere else in
the text) will be generically denoted by C. As a general rule, we do not distinguish between
scalars and vectors in function spaces: although u(x, t) is a vector field, we write u ∈ L2(R2)
and not u ∈ L2(R2)2. To simplify the notation, we denote the map x 7→ ω(x, t) by ω(·, t) or just
by ω(t).

Acknowledgements. The authors thank D. Iftimie for fruitful discussions.
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2 Preliminaries

This section is a collection of known results that will be used in the proof of Theorem 1.1.

2.1 Fundamental solution of a convection-diffusion equation

We consider the following linear convection-diffusion equation

∂tω(x, t) + U(x, t) · ∇ω(x, t) = ∆ω(x, t) , (2.1)

where x ∈ R2, t ∈ (0, T ), and U : R2 × (0, T ) → R2 is a (given) time-dependent divergence-free
vector field. The results collected here are due to Osada [25], and to Carlen and Loss [5].

Following [5], we suppose that U ∈ C0((0, T ), L∞(R2)) and that

‖U(·, t)‖L∞(R2) ≤ K0√
t
, 0 < t < T , (2.2)

for some K0 > 0. According to [25], we also assume that Ω
def
= ∂1U2−∂2U1 ∈ C0((0, T ), L1(R2))

with
‖Ω(·, t)‖L1(R2) ≤ K0 , 0 < t < T . (2.3)

Then any solution ω(x, t) of (2.1) can be represented as

ω(x, t) =

∫

R2

ΓU (x, t; y, s)ω(y, s) dy , x ∈ R2 , 0 < s < t < T , (2.4)

where ΓU is the fundamental solution of the convection-diffusion equation (2.1). The following
properties of ΓU will be useful:

• For any β ∈ (0, 1) there exists K1 > 0 (depending only on K0 and β) such that

0 < ΓU (x, t; y, s) ≤ K1

t− s
exp

(

−β |x− y|2
4(t− s)

)

, (2.5)

for x, y ∈ R2 and 0 < s < t < T , see [5]. We also have a similar Gaussian lower bound, see [25].

• There exists γ ∈ (0, 1) (depending only on K0) and, for any δ > 0, there exists K2 > 0
(depending only on K0 and δ) such that

|ΓU (x, t; y, s) − ΓU (x′, t′; y′, s′)| ≤ K2

(

|x−x′|γ + |t−t′|γ/2 + |y−y′|γ + |s−s′|γ/2
)

, (2.6)

whenever t− s ≥ δ and t′ − s′ ≥ δ, see [25].

• For 0 < s < t < T and x, y ∈ R2,
∫

R2

ΓU (x, t; y, s) dx = 1 ,

∫

R2

ΓU (x, t; y, s) dy = 1 . (2.7)

For 0 < s < r < t < T and x, y ∈ R2,

ΓU (x, t; y, s) =

∫

R2

ΓU(x, t; z, r)ΓU (z, r; y, s) dz . (2.8)

Remark 2.1 If x, y ∈ R2 and t > 0, it follows from (2.6) that the function s 7→ ΓU(x, t; y, s)
can be continuously extended up to s = 0, and that this extension (still denoted by ΓU) satisfies
properties (2.5) to (2.8) with s = 0.

5



2.2 The heat semiflow in self-similar variables

Let ω(x, t) be a solution of the linear heat equation ∂tω = ∆ω in R2. As is well-known, it is
natural to rewrite this system in terms of the “self-similar variables” ξ = x√

t
, τ = log(t). If we

set

ω(x, t) =
1

t
w

( x√
t
, log(t)

)

, x ∈ R2 , t > 0 , (2.9)

then the new function w(ξ, τ) is a solution of the rescaled equation ∂τw = Lw, where L is the
Fokker-Planck operator

L = ∆ξ +
1

2
ξ · ∇ξ + 1 . (2.10)

This operator is the generator of a C0 semigroup S(τ) = exp(τL) given by the explicit formula

(

S(τ)f
)

(ξ) =
eτ

4πa(τ)

∫

R2

e
− |ξ−ξ′ |2

4a(τ) f(ξ′e
τ
2 ) dξ′ , ξ ∈ R2 , τ > 0 , (2.11)

where a(τ) = 1−e−τ . The linear operators L and S(τ) are studied in detail in ([11], Appendix A).
For the reader’s convenience, we recall here the main properties that will be used in the proof
of Theorem 1.1.

Following [11], we introduce for q ≥ 1 and m ≥ 0 the weighted Lebesgue space Lq(m) defined
by

Lq(m) =
{

w ∈ Lq(R2)
∣

∣

∣
‖w‖Lq(m) <∞

}

, where ‖w‖Lq(m) = ‖(1+|ξ|2)m
2 w‖Lq . (2.12)

We shall mainly use the Hilbert space L2(m), which satisfies L2(m) ↪→ L1(R2) if m > 1. In this
case, we define the closed subspace

L2
0(m) =

{

w ∈ L2(m)
∣

∣

∣

∫

R2

w(ξ) dξ = 0
}

, m > 1 .

Proposition 2.2 Fix m > 1.

i) There exists K3 > 0 such that, for all w ∈ L2(m),

‖S(τ)w‖L2(m) ≤ K3‖w‖L2(m) , ‖∇S(τ)w‖L2(m) ≤ K3

a(τ)
1
2

‖w‖L2(m) , (2.13)

for all τ > 0, where a(τ) = 1 − e−τ .

ii) If moreover m > 2 and w ∈ L2
0(m), then

‖S(τ)w‖L2(m) ≤ K3e
− τ

2 ‖w‖L2(m) , τ ≥ 0 . (2.14)

iii) More generally, if q ∈ [1, 2] there exists K4 > 0 such that, for all w ∈ Lq(m),

‖S(τ)w‖L2(m) ≤ K4

a(τ)
1
q
− 1

2

‖w‖Lq(m) , ‖∇S(τ)w‖L2(m) ≤ K4

a(τ)
1
q

‖w‖Lq(m) , (2.15)

for all τ > 0.

Proof: The bounds (2.13), (2.14) are proved in ([11], Proposition A.2). Estimate (2.15) follows
from (2.13) if we use in addition ([11], Proposition A.5). �

Since the operator L has variable coefficients, it does not commute with spatial derivatives,
nor does the associated semigroup S(τ). However, the following useful identity holds:

∇S(τ) = e
τ
2 S(τ)∇ , τ ≥ 0 . (2.16)
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2.3 The Biot-Savart law

Finally we list some basic properties of the Biot-Savart law

u(x) =
1

2π

∫

R2

(x− y)⊥

|x− y|2 ω(y) dy , x ∈ R2 . (2.17)

We recall that L2(m) is the weighted Lebesgue space defined in (2.12).

Proposition 2.3 Assume that ω ∈ Lp(R2) for some p ∈ (1, 2), and let u be the vector field
defined by (2.17). Then

i) u ∈ Lq(R2) where 1
q = 1

p − 1
2 , and there exists C > 0 such that

‖u‖Lq ≤ C‖ω‖Lp . (2.18)

ii) ∇u ∈ Lp(R2) and there exists C > 0 such that

‖∇u‖Lp ≤ C‖ω‖Lp . (2.19)

In addition, div(u) = 0 and ∂1u2 − ∂2u1 = ω.

iii) Let b(x) = (1+|x|2) 1
2 . If ω ∈ L2(m) for some m ∈ (0, 1), or ω ∈ L2

0(m) for some m ∈ (1, 2),

then bm− 2
q u ∈ Lq(R2) for any q ∈ (2,∞) and there exists C > 0 such that

‖bm− 2
q u‖Lq ≤ C‖ω‖L2(m) . (2.20)

Proof: The bound (2.18) is a direct consequence of the classical Hardy-Littlewood-Sobolev
inequality, see for instance ([26], Chapter V, Theorem 1). Estimate (2.19) holds because ∇u is the
convolution of ω with a singular integral kernel of Calderón-Zygmund type, see ([26], Chapter II,
Theorem 3). Finally, the weighted inequality (2.20) is proved in ([11], Proposition B.1). �

3 Decomposition of the solution

After these preliminaries, we begin the proof of Theorem 1.1. We fix µ ∈ M(R2), T > 0
and K > 0, and we assume that ω ∈ C0((0, T ), L1(R2) ∩ L∞(R2)) is a solution of the vorticity
equation (1.3) satisfying ‖ω(·, t)‖L1 ≤ K for all t ∈ (0, T ) and ω(·, t) ⇀ µ as t → 0. From [2]
we know that ω(x, t) coincides for t > 0 with a classical solution of (1.3) in R2 as constructed
for instance in [1]. In particular ω(x, t) is smooth for t > 0, and since the Cauchy problem
for (1.3) is globally well-posed in L1(R2)∩L∞(R2), we could assume without loss of generality
that T = +∞. In the sequel, however, we keep T > 0 arbitrary.

Since µ ∈ M(R2) is a finite measure, the set Epp = {x ∈ R2 |µ({x}) 6= 0} of all atoms of µ
is at most countable, and

‖µ‖pp
def
=

∑

x∈Epp

|µ({x})| ≤ ‖µ‖M < ∞ .

Therefore, given any ε > 0, there exists N ∈ N and z1, . . . , zN ∈ Epp with zi 6= zj for i 6= j such
that µ can be decomposed as

µ =
N

∑

i=1

αiδzi
+ µ0 , (3.1)
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where αi = µ({zi}) 6= 0 and ‖µ0‖pp ≤ ε. Here δz denotes the Dirac mass located at z ∈ R2. Of
course, it may happen that N = 0 so that µ = µ0, but if the set Epp is infinite we have to take N
large if ε is small. From now on we fix ε > 0 and assume that (3.1) holds with ‖µ0‖pp ≤ ε. We
denote

Mpp =

N
∑

i=1

|αi| ≤ ‖µ‖pp , and d = min
{

|zi − zj |
∣

∣

∣
i, j ∈ {1, . . . , N} , i 6= j

}

. (3.2)

At the very end of the proof, in Section 5.2, we shall assume that ε is sufficiently small.
Let u(x, t) be the velocity field obtained from ω(x, t) via the Biot-Savart law (2.17). Since for

all t ∈ (0, T ) we have ‖ω(·, t)‖L1 ≤ K, it follows from ([1], Theorem B) that t
1
2 ‖u(·, t)‖L∞ ≤ CK

for all t ∈ (0, T ), where C > 0 is a universal constant. Thus ω(x, t) is a solution of the convection-
diffusion equation (2.1) with U(x, t) = u(x, t), and assumptions (2.2), (2.3) are satisfied. It
follows that ω(x, t) can be represented as in (2.4), where the fundamental solution Γu(x, t; y, s)
satisfies (2.5) to (2.8). In particular, using Remark 2.1, we have for all x ∈ R2 and all t ∈ (0, T ),

ω(x, t) =

∫

R2

Γu(x, t; y, 0)ω(y, s) dy

+

∫

R2

(Γu(x, t; y, s) − Γu(x, t; y, 0))ω(y, s) dy , 0 < s < t .

In view of (2.6), the second integral in the right-hand side converges to zero as s goes to
zero. On the other hand, since y 7→ Γu(x, t; y, 0) is continuous and vanishes at infinity, and
since ω(·, s) ⇀ µ as s → 0, we can take the limit s → 0 in the first integral and we obtain the
following useful representation:

ω(x, t) =

∫

R2

Γu(x, t; y, 0) dµ(y) , x ∈ R2 , 0 < t < T . (3.3)

Since Γu(x, t; y, 0) is positive and satisfies (2.7), it follows that ‖ω(·, t)‖L1 ≤ ‖µ‖M for all t ∈
(0, T ). Thus we can assume that K = ‖µ‖M without loss of generality.

Inserting (3.1) into (3.3), we obtain the decomposition

ω(x, t) =

N
∑

i=1

ωi(x, t) + ω̃0(x, t) , (3.4)

where
ωi(x, t) = αiΓu(x, t; zi, 0) , x ∈ R2 , t ∈ (0, T ) , (3.5)

and

ω̃0(x, t) =

∫

R2

Γu(x, t; y, 0) dµ0(y) , x ∈ R2 , t ∈ (0, T ) . (3.6)

Thus, although (1.3) is a nonlinear equation, we see that the decomposition (3.1) of the initial
measure induces a natural decomposition of the solution ω(x, t). Using the properties of the
fundamental solution Γu listed in Section 2.1, one easily obtains the following results:

• For all i ∈ {1, . . . , N}, ωi ∈ C0((0, T ), L1(R2) ∩ L∞(R2)) is a solution of (2.1) with U(x, t) =
u(x, t), namely

∂ωi

∂t
+ u · ∇ωi = ∆ωi , t ∈ (0, T ) . (3.7)

For any t ∈ (0, T ), one has
∫

R2 ωi(x, t) dx = αi, ‖ωi(·, t)‖L1 = |αi|, and

|ωi(x, t)| ≤
K1|αi|
t

e−β
|x−zi|

2

4t , x ∈ R2 . (3.8)
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In particular, ωi(·, t) ⇀ αiδzi
as t→ 0.

• Similarly, ω̃0 ∈ C0((0, T ), L1(R2) ∩ L∞(R2)) is a solution of

∂ω̃0

∂t
+ u · ∇ω̃0 = ∆ω̃0 , t ∈ (0, T ) . (3.9)

Moreover, ‖ω̃0(·, t)‖L1 ≤ ‖µ0‖M ≤ ‖µ‖M for all t ∈ (0, T ), and ω̃0(·, t) ⇀ µ0 as t→ 0.

Since u(x, t) is smooth for t > 0, it is clear from (3.7), (3.9) that ωi(x, t) and ω̃0(x, t) are smooth
functions of x ∈ R2 and t ∈ (0, T ).

For i ∈ {1, . . . , N}, we have seen that ωi(x, t) is a solution of (3.7) with a Dirac mass αiδzi

as initial data. If we believe in uniqueness, we expect that ωi(x, t) will be very close, for small
times, to an Oseen vortex located at zi with circulation αi. Thus if we further decompose

ωi(x, t) =
αi

t
G

(x− zi√
t

)

+ αiω̃i(x, t) , x ∈ R2 , t ∈ (0, T ) , (3.10)

where G is defined in (1.6), we expect that the remainder ω̃i(x, t) will be small as t → 0.
Summarizing, we have

ω(x, t) =

N
∑

i=1

αi

t
G

(x− zi√
t

)

+ ω̃(x, t) , u(x, t) =

N
∑

i=1

αi√
t
vG

(x− zi√
t

)

+ ũ(x, t) , (3.11)

where

ω̃(x, t) = ω̃0(x, t) +
N

∑

i=1

αiω̃i(x, t) , ũ(x, t) = ũ0(x, t) +
N

∑

i=1

αiũi(x, t) ,

and where (for i ∈ {0, . . . , N}) ũi(x, t) denotes the velocity field associated to ω̃i(x, t) via the
Biot-Savart law. In (3.11), remark that the explicit terms in the sums depend only on the initial
measure µ, not on the solution ω(x, t).

4 Integral equations and main estimates

In this section we derive integral equations for the remainder terms ω̃i(x, t) defined in (3.6)
and (3.10), and we also list a few important estimates which will be proved in Section 6. We
start in Section 4.1 with ω̃0(x, t), which we call the “diffuse part” because it is associated to the
measure µ0 which (by construction) has small or no atomic part. The remaining terms ω̃i(x, t)
(i ∈ {1, . . . , N}), which originate from the large atoms of the initial measure µ, will be dealt
with in Section 4.2.

4.1 The diffuse part

Let ω̃0(x, t) be defined by (3.6). Our first result shows that ω̃0(x, t) is small in an appropriate
sense as t→ 0, because the measure µ0 has a small atomic part.

Lemma 4.1 For any p ∈ (1,∞], there exists K5 > 0 (depending only on p and K) such that

lim sup
t→0

t1−
1
p ‖ω̃0(·, t)‖Lp ≤ K5‖µ0‖pp . (4.1)
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Proof: This property is established in ([15], Lemma 4.4) in the particular case where ω̃0(·, t) =
et∆µ0. By (2.5), the fundamental solution Γu(x, t; y, s) satisfies a Gaussian upper bound which
has the same form as the heat kernel e(t−s)∆(x, y), so using the same arguments as in [15] we
immediately obtain (4.1). �

Our next result reflects the fact that µ0({zi}) = 0 for i ∈ {1, . . . , N}.

Lemma 4.2 Assume that χ : [0,+∞) → R+ is continuous and nonincreasing, with χ(0) = 1
and χ(r) → 0 as r → ∞. Then for all i ∈ {1, . . . , N}, the following estimates hold:

lim
t→0

t
1− 1

p ‖ω̃0(x, t)χ( |x−zi|2
t )‖Lp

x
= 0 , 1 ≤ p ≤ +∞ , (4.2)

lim
t→0

t
1
2
− 1

q ‖ũ0(x, t)χ( |x−zi|2
t )‖Lq

x
= 0 , 2 < q ≤ +∞ . (4.3)

Proof: See Section 6.1. �

We now derive an integral equation for ω̃0(x, t). Replacing in (3.9) the velocity field u(x, t)
with its expression (3.11) and using Duhamel’s formula, we obtain for 0 < s < t < T the integral
representation

ω̃0(t) = SN (t, s)ω̃0(s) −
∫ t

s
SN (t, t′)(ũ(t′) · ∇ω̃0(t

′)) dt′ , (4.4)

where ω̃0(t) ≡ ω̃0(·, t), ũ(t) ≡ ũ(·, t), and SN (t, s) is the evolution operator associated to the

convection-diffusion equation (2.1) with U(x, t) =
∑N

i=1
αi√

t
vG

(

x−zi√
t

)

. From Section 2.1 we know

that

(SN (t, s)f)(x) =

∫

R2

ΓU(x, t; y, s)f(y) dy , x ∈ R2 , 0 < s < t ,

where the fundamental solution ΓU satisfies (2.5) to (2.8) for some constants K1,K2 depending
on Mpp (but otherwise independent of N). By Remark 2.1, ΓU (x, t; y, s) can be continuously
extended to s = 0, so that SN (t, s) is well-defined for 0 ≤ s < t. The following properties of this
operator will be useful:

Proposition 4.3 Let p ∈ [1,∞].

i) There exists K6 > 0 (depending on Mpp) such that, for any measure ν ∈ M(R2),

‖SN (t, s)ν‖Lp ≤ K6

(t− s)
1− 1

p

‖ν‖M , 0 ≤ s < t . (4.5)

ii) For any γ ∈ (0, 1
2 ), there exists K7 > 0 (depending on Mpp and γ) and t0 > 0 (depending

also on d) such that, for any function f ∈ L1(R2),

‖SN (t, s)∇f‖Lp ≤ K7

(t− s)
3
2
− 1

p

( t

s

)γ
‖f‖L1 , 0 < s < t < s+ t0 . (4.6)

Proof: See Section 6.2. �

Remark 4.4 We believe that (4.6) holds for γ = 0 and t0 = +∞, but we were not able to prove
that. In what follows, we assume without loss of generality that t0 ≤ T .

As a consequence, if we write ũ(t′) ·∇ω̃0(t
′) = ∇· (ũ(t′)ω̃0(t

′)) in the right-hand side of (4.4)
and if we use the bound (4.6), we see that the integral in (4.4) has a limit in L1(R2) as s→ 0.
Moreover, proceeding as in the proof of (3.3), we obtain SN (t, s)ω̃0(s) → SN (t, 0)µ0 as s → 0.
Thus ω̃0(t) satisfies the integral equation

ω̃0(t) = SN (t, 0)µ0 −
∫ t

0
SN (t, s)∇ · (ũ(s)ω̃0(s)) ds , 0 < t < T . (4.7)
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4.2 The atomic part

We now fix i ∈ {1, . . . , N} and consider the quantity ω̃i(x, t) defined in (3.5), (3.10). Follow-
ing [11], [12], we introduce the self-similar variables

ξ =
x− zi√

t
, τ = log(t) .

We define new functions w̃i(ξ, τ), ṽi(ξ, τ) by the relations

ω̃i(x, t) =
1

t
w̃i

(x− zi√
t

, log(t)
)

, ũi(x, t) =
1√
t
ṽi

(x− zi√
t

, log(t)
)

, (4.8)

where x ∈ R2, t ∈ (0, T ), hence ξ ∈ R2, τ ∈ (−∞, log(T )). For notational convenience, we also
define

wi(ξ, τ) = αiG(ξ) + αiw̃i(ξ, τ) , vi(ξ, τ) = αiv
G(ξ) + αiṽi(ξ, τ) , (4.9)

where G and vG are defined in (1.6). In view of (3.10), we thus have

ωi(x, t) =
1

t
wi

(x− zi√
t

, log(t)
)

, ui(x, t) =
1√
t
vi

(x− zi√
t

, log(t)
)

, (4.10)

where ui is the velocity field associated to ωi via the Biot-Savart law.
Inserting these definitions into (3.7), we obtain the following evolution equation for wi:

∂wi

∂τ
(ξ, τ) + vi(ξ, τ) · ∇wi(ξ, τ) +Ri(ξ, τ) · ∇wi(ξ, τ) = (Lwi)(ξ, τ) , (4.11)

where L is the Fokker-Planck operator (2.10) and

Ri(ξ, τ) =
N

∑

j=1
j 6=i

vj(ξ − (zj−zi)e−
τ
2 , τ) + e

τ
2 ũ0(ξe

τ
2 + zi, e

τ ) . (4.12)

The corresponding integral equation reads:

wi(τ) = S(τ − τ0)wi(τ0) −
∫ τ

τ0

S(τ − τ ′)
(

vi(τ
′) +Ri(τ

′)
)

· ∇wi(τ
′) dτ ′ , (4.13)

for −∞ < τ0 < τ < log(T ). Here S(τ) = exp(τL) is the semigroup generated by L, and wi(τ) ≡
wi(·, τ), vi(τ) ≡ vi(·, τ). Alternatively, using (2.16) and the fact that vi, Ri are divergence-free
vector fields, we have

wi(τ) = S(τ − τ0)wi(τ0) −
∫ τ

τ0

e−
1
2
(τ−τ ′)∇ · S(τ − τ ′)

(

(vi(τ
′) +Ri(τ

′))wi(τ
′)
)

dτ ′ . (4.14)

It is clear from the definitions that wi ∈ C0((−∞, log(T )), L1(R2) ∩ L∞(R2)). Moreover,
by (3.8), we have the pointwise bound

|wi(ξ, τ)| ≤ K1|αi| e−β|ξ|2/4 , ξ ∈ R2 , −∞ < τ < log(T ) . (4.15)

In particular, for any m > 1, the trajectory {wi(τ)} is bounded in the weighted space L2(m)
defined in (2.12). Since wi(ξ, τ) is smooth, it follows that wi ∈ C0((−∞, log(T )), L2(m)) for
any m > 1. Our next result shows that wi(τ) actually converges to αiG as τ → −∞:
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Proposition 4.5 For any i ∈ {1, . . . , N} and any m > 1, wi(τ) → αiG in L2(m) as τ → −∞.

Proof: See Section 6.3. �

This result implies that w̃i(τ) converges to zero in L2(m) for any m > 1. In particular,
returning to the original variables, we obtain

lim
t→0

t
1− 1

p ‖ω̃i(·, t)‖Lp = 0 , p ∈ [1, 2] . (4.16)

We now derive an integral equation for the remainder w̃i(ξ, τ). If we neglect for the moment
the term Ri · ∇wi in (4.11), and if we replace in this equation the functions wi, vi by their
expressions (4.9) and keep only the linear terms in w̃i, ṽi, we obtain the following equation:

∂w̃i

∂τ
+ αi(v

G · ∇w̃i + ṽi · ∇G) = Lw̃i .

As is shown in [12], this system defines a C0 semigroup in L2(m), which we denote by Tαi
(τ).

We have the following result, which generalizes Proposition 2.2:

Proposition 4.6 Fix α ∈ R and m > 1.

i) There exists K8 > 0 such that, for all w ∈ L2(m),

‖Tα(τ)w‖L2(m) ≤ K8‖w‖L2(m) , τ ≥ 0 . (4.17)

ii) If moreover m > 2 and w ∈ L2
0(m) then

‖Tα(τ)w‖L2(m) ≤ K8 e−
τ
2 ‖w‖L2(m) , τ ≥ 0 . (4.18)

iii) Finally if q ∈ (1, 2] and m > 2, then Tα(τ)∇ can be extended to a bounded operator
from Lq(m) to L2

0(m) and there exists K9 > 0 such that

‖Tα(τ)∇w‖L2(m) ≤ K9
e−

τ
2

a(τ)
1
q

‖w‖Lq(m) , τ > 0 , (4.19)

where a(τ) = 1 − e−τ .

Proof: See Section 6.4. �

Remark 4.7 One can show that the constants K8, K9 in Proposition 4.6 are uniformly bounded
for α in compact intervals.

Now if we replace in (4.11) the functions wi, vi with their expressions (4.9) and if we use the
above notation, we see that w̃i(τ) is a solution of the integral equation

w̃i(τ) = Tαi
(τ − τ0)w̃i(τ0) −

∫ τ

τ0

Tαi
(τ − τ ′)

(

αiṽi · ∇w̃i +Ri · ∇(G+ w̃i)
)

(τ ′) dτ ′ ,

for −∞ < τ0 < τ < log(T ). By Proposition 4.5, w̃i(τ) → 0 in L2(m) as τ → −∞. Thus taking
the limit τ0 → −∞ and using Proposition 4.6, we obtain the desired equation:

w̃i(τ) = −
∫ τ

−∞
Tαi

(τ − τ ′)∇ ·
(

αiṽi(τ
′)w̃i(τ

′) +Ri(τ
′)(G+ w̃i(τ

′))
)

dτ ′ . (4.20)
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5 The contraction argument

This section is devoted to the proof of Theorem 1.1 and of the continuity statement in The-
orem 1.2. By (3.11), we know that our solution ω(x, t) can be decomposed into a finite sum
of Oseen vortices and a remainder ω̃(x, t) which is small due to (4.1), (4.16). Thus a natural
idea is to consider the equation satisfied by ω̃(x, t) and to apply a Gronwall argument as in [15].
However, this approach requires very precise estimates on the evolution operator associated to
the linearized equation

∂ω̃

∂t
+

N
∑

i=1

(

αi√
t
vG

(x− zi√
t

)

· ∇ω̃ + ũ · ∇
(αi

t
G

(x− zi√
t

))

)

= ∆ω̃ ,

which are not easy to obtain. Instead we chose to apply a Gronwall argument directly to the
set of equations (4.7) (4.20), because the evolution operators SN (t, s) and Tαi

(τ) that appear
in these equations are simpler to estimate and were already studied in [25], [12]. The price to
pay with this approach is that (4.20) still contains linear terms in the right-hand side, some of
which will make the Gronwall argument rather delicate.

To make the computations easier to follow, we first deal with a single solution in Section 5.1,
and in Section 5.2 we deduce estimates on the difference of two solutions which will imply
Theorem 1.1. In Section 5.3 this argument is adapted to prove the continuity statement in
Theorem 1.2.

5.1 Estimates on a single solution

Let ω be a solution of (1.3) satisfying the assumptions of Theorem 1.1, and let u be the cor-
responding velocity field. We recall that the initial measure µ can be decomposed as in (3.1),
with ‖µ0‖pp ≤ ε for some ε > 0 that will be fixed in Section 5.2. According to (3.11), ω and u
can be decomposed as follows:

ω(x, t) =
N

∑

i=1

αi

t
G

(x− zi√
t

)

+ ω̃(x, t) , u(x, t) =
N

∑

i=1

αi√
t
vG

(x− zi√
t

)

+ ũ(x, t) ,

where

ω̃(x, t) = ω̃0(x, t) +
N

∑

i=1

αiω̃i(x, t) , ũ(x, t) = ũ0(x, t) +
N

∑

i=1

αiũi(x, t) .

Moreover, according to (4.7) and (4.20), the remainder terms ω̃i satisfy the following integral
equations:

• For i = 0 and 0 < t < T ,

ω̃0(t) = SN(t, 0)µ0 −
∫ t

0
SN (t, s)∇ · (ũ(s)ω̃0(s)) ds . (5.1)

• For i ∈ {1, . . . , N} and −∞ < τ < log(T ),

w̃i(τ) = −
∫ τ

−∞
Tαi

(τ − τ ′)∇ ·
(

αiṽi(τ
′)w̃i(τ

′) +Ri(τ
′)(G+ w̃i(τ

′))
)

dτ ′ , (5.2)

where according to (4.8)

w̃i(ξ, τ) = eτ ω̃i(ξe
τ
2 , eτ ) , ṽi(ξ, τ) = e

τ
2 ũi(ξe

τ
2 , eτ ) .
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Fix m > 2. For t ∈ (0, T ), we define M(t) = max{M0(t),M1(t), . . . ,MN (t)}, where

M0(t) = sup
0<s≤t

s
1
4 ‖ω̃0(s)‖

L
4
3
, Mi(t) = sup

−∞<τ ′≤log(t)
‖w̃i(τ

′)‖L2(m) , i ∈ {1, . . . , N} .

We have the following results:

Proposition 5.1 There exist positive constants K10,K11 (depending only on Mpp) such that

M0(t) ≤ δ1(t) +K11M0(t)M(t) , 0 < t < t0 ,

where t0 > 0 is as in Proposition 4.3 and δ1(t) ≤ K10ε for t > 0 small enough (depending on µ0).

We recall that Mpp and d are the quantities defined in (3.2).

Proof: The first term in the right-hand side of (5.1) can be estimated as in Lemma 4.1, namely

lim sup
t→0

t
1
4 ‖SN (t, 0)µ0‖

L
4
3
≤ K10‖µ0‖pp ≤ K10ε , (5.3)

where K10 depends only on Mpp. To bound the integral in (5.1), we observe that t
1
4 ‖ω̃i(t)‖

L
4
3
≤

CMi(t) for 0 < t < T . This is obvious for i = 0, whereas for i ∈ {1, . . . , N} we have

t
1
4 ‖ω̃i(t)‖

L
4
3

= ‖w̃i(log(t))‖
L

4
3
≤ C‖w̃i(log(t))‖L2(m) ≤ CMi(t) ,

since L2(m) ↪→ L
4
3 (R2). It follows that

t
1
4 ‖ω̃(t)‖

L
4
3
≤ M0(t) + C

N
∑

i=1

|αi|Mi(t) ≤ C1M(t) ,

where C1 > 0 depends only on Mpp. As a consequence, using (2.18) and Hölder’s inequality, we
find

‖ũ(t)ω̃0(t)‖L1 ≤ ‖ũ(t)‖L4‖ω̃0(t)‖
L

4
3
≤ C‖ω̃(t)‖

L
4
3
‖ω̃0(t)‖

L
4
3
≤ C

M0(t)M(t)

t
1
2

, 0 < t < T .

Now, using Proposition 4.3, we obtain for t ∈ (0, t0)

t
1
4

∥

∥

∥

∫ t

0
SN (t, s)∇ · (ũ(s)ω̃0(s)) ds

∥

∥

∥

L
4
3
≤ t

1
4

∫ t

0

K7

(t− s)
3
4

( t

s

)γ
‖ũ(s)ω̃0(s)‖L1 ds

≤ t
1
4

∫ t

0

C

(t− s)
3
4

( t

s

)γM0(s)M(s)

s
1
2

ds ≤ K11M0(t)M(t) .

Combining this estimate with (5.3) we obtain the desired result. �

Proposition 5.2 There exists a constant K12 > 0 depending only on Mpp such that, for all i ∈
{1, . . . , N} and all t ∈ (0, T ),

Mi(t) ≤ δ2(t) + η(t)M(t) +K12Mi(t)M(t) ,

where η(t) and δ2(t) converge to zero as t→ 0.
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Proof: We fix i ∈ {1, . . . , N} and estimate successively all terms in the right-hand side of (5.2).
Using (4.12) and (4.9), we obtain

∫ τ

−∞
Tαi

(τ − τ ′)∇ ·
(

αiṽi(τ
′)w̃i(τ

′) +Ri(τ
′)(G+ w̃i(τ

′))
)

dτ ′ =
6

∑

k=1

Fi,k(τ) , (5.4)

where

Fi,1(τ) =
∑

j 6=i

∫ τ

−∞
Tαi

(τ − τ ′)∇ ·
(

αjv
G(ξ − (zj−zi)e−

τ ′

2 )G
)

dτ ′ ,

Fi,2(τ) =
∑

j 6=i

∫ τ

−∞
Tαi

(τ − τ ′)∇ ·
(

αj ṽj(ξ − (zj−zi)e−
τ ′

2 , τ ′)G
)

dτ ′ ,

Fi,3(τ) =

∫ τ

−∞
Tαi

(τ − τ ′)∇ ·
(

e
τ ′

2 ũ0(ξe
τ ′

2 + zi, e
τ ′

)G
)

dτ ′ ,

Fi,4(τ) =
∑

j 6=i

∫ τ

−∞
Tαi

(τ − τ ′)∇ ·
(

αjv
G(ξ − (zj−zi)e−

τ ′

2 )w̃i(τ
′)
)

dτ ′ ,

Fi,5(τ) =

N
∑

j=1

∫ τ

−∞
Tαi

(τ − τ ′)∇ ·
(

αj ṽj(ξ − (zj−zi)e−
τ ′

2 , τ ′)w̃i(τ
′)
)

dτ ′ ,

Fi,6(τ) =

∫ τ

−∞
Tαi

(τ − τ ′)∇ ·
(

e
τ ′

2 ũ0(ξe
τ ′

2 + zi, e
τ ′

)w̃i(τ
′)
)

dτ ′ .

(Remark that the quadratic term αiṽiw̃i has now been included in Fi,5.)

We start with Fi,1. Recalling that ‖w‖L2(m) = ‖bmw‖L2 with b(ξ) = (1+|ξ|2) 1
2 , we find using

Proposition 4.6

‖Fi,1(τ)‖L2(m) ≤ K9

∑

j 6=i

|αj |
∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

‖vG(ξ − (zj−zi)e−
τ ′

2 )bmG‖L2 dτ ′

≤ K9

∑

j 6=i

|αj |
∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

θj(τ
′)‖G‖L2(m+1) dτ ′ ,

where

θj(τ)
def
= sup

ξ∈R2

|b(ξ)−1vG(ξ − (zj−zi)e−
τ
2 )| , j 6= i .

Using the explicit expression (1.6), it is easy to verify that θj(τ) ≤ Ce
τ
2 for some C > 0

depending only on d. It follows that

‖Fi,1(τ)‖L2(m) ≤ C1e
τ
2 , −∞ < τ < log(T ) , (5.5)

where C1 > 0 depends on Mpp and d.
To estimate Fi,2, we write similarly

‖Fi,2(τ)‖L2(m) ≤ K9

∑

j 6=i

|αj |
∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

∥

∥

∥
ṽj(ξ − (zj−zi)e−

τ ′

2 , τ ′)bmG
∥

∥

∥

L2
dτ ′ .

Next, we fix q ∈ (2,∞) and ν ∈ (0, 1) such that ν > 2
q . Then, by Hölder’s inequality,

∥

∥

∥
ṽj(ξ − (zj−zi)e−

τ ′

2 , τ ′)bmG
∥

∥

∥

L2
≤

∥

∥

∥
bν−

2
q ṽj(τ

′)
∥

∥

∥

Lq

∥

∥

∥
b(ξ − (zj−zi)e−

τ ′

2 )
2
q
−νbmG

∥

∥

∥

L
2q

q−2
.
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In view of (2.20) the first factor in the right-hand side can be estimated by C‖w̃j(τ
′)‖L2(m), and

a direct calculation shows that the second one is bounded by Ce
τ ′( ν

2
− 1

q
)
, where C > 0 depends

on d. Thus

‖Fi,2(τ)‖L2(m) ≤ C
∑

j 6=i

|αj |
∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

‖w̃j(τ
′)‖L2(m)e

τ ′( ν
2
− 1

q
) dτ ′

≤ C2M(eτ )eτ( ν
2
− 1

q
) , (5.6)

where C2 > 0 depends on Mpp and d.
Now we consider Fi,3. Using Proposition 4.6 and Hölder’s inequality, we obtain

‖Fi,3(τ)‖L2(m) ≤ K9

∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

∥

∥

∥
e

τ ′

2 ũ0(ξe
τ ′

2 + zi, e
τ ′

)G
1
2

∥

∥

∥

L4
‖bmG 1

2 ‖L4 dτ ′

≤ C

∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

λi(e
τ ′

) dτ ′ ≤ C3λi(e
τ ) , (5.7)

where C3 > 0 depends on Mpp and

λi(t) = sup
0<s≤t

s
1
4 ‖ũ0(x, s)e

− |x−zi|
2

8s ‖L4 .

Applying Lemma 4.2 with q = 4 and χ(r) = exp(−r/8), we see that λi(t) converges to zero as t
goes to 0.

For the term Fi,4, we first remark that

‖Fi,4(τ)‖L2(m) ≤ K9

∑

j 6=i

|αj |
∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

‖vG(ξ − (zj−zi)e−
τ ′

2 )w̃i(τ
′)‖L2(m) dτ ′ . (5.8)

Since vG ∈ L∞(R2), it follows that

‖Fi,4(τ)‖L2(m) ≤ C
∑

j 6=i

|αj |
∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

‖w̃i(τ
′)‖L2(m) dτ ′ ≤ C ′

4Mi(e
τ ) , (5.9)

where C ′
4 > 0 depends on Mpp. This bound will be used later on when estimating the difference

of two solutions. It is not sufficient for our present purposes because, unlike in (5.6), the prefactor
of Mi(e

τ ) does not converge to zero as τ → −∞. To estimate Fi,4 more precisely, we observe
that, on the one hand,

|ξ| ≤ d

2
e−

τ ′

2 ⇒ |vG(ξ − (zj−zi)e−
τ ′

2 )| ≤ Ce
τ ′

2 ,

where C > 0 depends on d. On the other hand the bound (4.15) on wi(ξ, τ) implies that

|ξ| ≥ d

2
e−

τ ′

2 ⇒ |w̃i(ξ, τ
′)| ≤ Ce−

β

4
|ξ|2 ≤ Ce−

β

8
|ξ|2e−

βd2

32
e−τ ′

.

It follows that

‖vG(ξ − (zj−zi)e−
τ ′

2 )w̃i(τ
′)‖L2(m) ≤ C

(

e
τ ′

2 ‖w̃i(τ
′)‖L2(m) + ζ(eτ ′

)
)

,
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where C > 0 depends on d and ζ(t) = exp(−ρ/t) for some ρ > 0. Replacing into (5.8), we thus
find

‖Fi,4(τ)‖L2(m) ≤ C4

(

e
τ
2Mi(e

τ ) + ζ(eτ )
)

, (5.10)

where C4 > 0 depends on Mpp and d.
To estimate Fi,5 we have by Proposition 4.6, for 1 < p < 2,

‖Fi,5(τ)‖L2(m) ≤ K9

N
∑

j=1

|αj |
∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
p

‖ṽj(ξ − (zj−zi)e−
τ ′

2 , τ ′)w̃i(τ
′)‖Lp(m) dτ ′ .

If b(ξ) = (1+|ξ|2) 1
2 , we have using (2.18) and Hölder’s inequality

‖ṽjw̃i‖Lp(m) = ‖bmṽjw̃i‖Lp ≤ ‖bmw̃i‖L2‖ṽj‖
L

2p
2−p

≤ C‖w̃i‖L2(m)‖w̃j‖Lp ≤ C‖w̃i‖L2(m)‖w̃j‖L2(m) .

It follows that

‖Fi,5(τ)‖L2(m) ≤ C

N
∑

j=1

|αj |Mj(e
τ )Mi(e

τ ) ≤ C5Mi(e
τ )M(eτ ) , (5.11)

where C5 > 0 depends on Mpp.
Finally we consider the last term, Fi,6. Choosing p = 4

3 ∈ (1, 2), we obtain as above

‖Fi,6(τ)‖L2(m) ≤ K9

∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
p

∥

∥

∥
e

τ ′

2 ũ0(ξe
τ ′

2 + zi, e
τ ′

)w̃i(τ
′)
∥

∥

∥

Lp(m)
dτ ′

≤ K9

∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
p

∥

∥

∥
e

τ ′

2 ũ0(ξe
τ ′

2 + zi, e
τ ′

)
∥

∥

∥

L
2p

2−p
‖w̃i(τ

′)‖L2(m) dτ ′ .

Using (2.18), we find (with t = eτ )

‖e τ
2 ũ0(ξe

τ
2 + zi, e

τ )‖
L

2p
2−p

= t1−
1
p ‖ũ0(·, t)‖

L
2p

2−p
≤ Ct1−

1
p ‖ω̃0(·, t)‖Lp ≤ CM0(t) ,

hence finally
‖Fi,6(τ)‖L2(m) ≤ C6M0(e

τ )Mi(e
τ ) , (5.12)

where C6 > 0 depends on Mpp. Collecting estimates (5.5) to (5.12), we obtain the desired bound
on Mi(t). This concludes the proof of Proposition 5.2. �

Note that Propositions 5.1 and 5.2 together imply that

M(t) ≤ δ(t) + η(t)M(t) +K13M(t)2 , 0 < t < t0 , (5.13)

where K13 > 0 depends only on Mpp, η(t) goes to zero as t → 0, and δ(t) ≤ K10ε if t > 0 is
small enough. Both functions η(t), δ(t) depend on the full initial measure µ, not only on Mpp

and d.
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5.2 The uniqueness proof

This section is devoted to the end of the proof of Theorem 1.1. Let ω(1) and ω(2) be two
solutions of (1.3) satisfying the assumptions of Theorem 1.1 with the same initial measure µ.
Each solution can be decomposed as in (3.11), namely

ω(`)(x, t) =
N

∑

i=1

αi

t
G

(x− zi√
t

)

+ ω̃(`)(x, t) , ω̃(`)(x, t) = ω̃
(`)
0 (x, t) +

N
∑

i=1

αiω̃
(`)
i (x, t) ,

for ` ∈ {1, 2}. Estimate (5.13) becomes, with obvious notations,

M (`)(t) ≤ δ(t) + η(t)M (`)(t) +K13M
(`)(t)2 , ` ∈ {1, 2} , 0 < t < t0 . (5.14)

Now, we define ∆(t) = max{∆0(t),∆1(t), . . . ,∆N (t)}, where

∆0(t) = sup
0<s≤t

s
1
4 ‖ω̃(1)

0 (s) − ω̃
(2)
0 (s)‖

L
4
3
,

and
∆i(t) = sup

−∞<τ ′≤log(t)
‖w̃(1)

i (τ ′) − w̃
(2)
i (τ ′)‖L2(m) , i ∈ {1, . . . , N} . (5.15)

Here and in the sequel, w̃
(`)
i (ξ, τ) = eτ ω̃

(`)
i (ξe

τ
2 , eτ ) for ` ∈ {1, 2}. We have the following result:

Proposition 5.3 There exists a constant K14 > 0 depending only on Mpp such that

∆(t) ≤ η(t)∆(t) +K14

(

M (1)(t) +M (2)(t)
)

∆(t) + ζ(t) , 0 < t < t0 ,

where η(t) goes to zero as t→ 0 and ζ(t) = Ce−ρ/t for some ρ > 0. Moreover,

∆(t) ≤ η(t)∆(t) +K14

(

M (1)(t) +M (2)(t)
)

∆(t) +K14

∫ t

0

∆(s)

(t− s)
1
2 s

1
2

ds .

Proof: The argument consists in mimicking the proofs of Propositions 5.1 and 5.2 above. We
start by estimating ∆0(t). We have of course

ω̃
(1)
0 (t) − ω̃

(2)
0 (t) = −

∫ t

0
SN (t, s)∇ ·

(

ũ(1)(s)ω̃
(1)
0 (s) − ũ(2)(s)ω̃

(2)
0 (s)

)

ds .

If we write ũ(1)ω̃
(1)
0 − ũ(2)ω̃

(2)
0 = (ũ(1) − ũ(2))ω̃

(1)
0 + ũ(2)(ω̃

(1)
0 − ω̃

(2)
0 ) and if we proceed exactly as

in the proof of Proposition 5.1, we obtain

∆0(t) ≤ C0∆(t)
(

M (1)(t) +M (2)(t)
)

, 0 < t < t0 ,

where C0 > 0 depends only on Mpp.

We now bound ∆i(t) for i ∈ {1, . . . , N}. Let Gi,k(τ) = F
(1)
i,k (τ) − F

(2)
i,k (τ) for k ∈ {1, . . . , 6},

where F
(1)
i,k and F

(2)
i,k are defined in analogy with (5.4). Then obviously Gi,1 = 0. The quadratic

terms Gi,k for k ∈ {5, 6} can be estimated as in the case of ∆0 above. In view of (5.11), (5.12),
we find

‖Gi,5(τ)‖L2(m) + ‖Gi,6(τ)‖L2(m) ≤ C1∆(eτ )
(

M (1)(eτ ) +M (2)(eτ )
)

,
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for τ ∈ (−∞, log(T )), where C1 > 0 depends on Mpp. It remains to bound the linear terms Gi,k

for k ∈ {2, 3, 4}. Proceeding as in the proofs of (5.6), (5.10), we obtain

‖Gi,2(τ)‖L2(m) ≤ C2∆(eτ )eτ( ν
2
− 1

q
) , ‖Gi,4(τ)‖L2(m) ≤ C4

(

e
τ
2 ∆i(e

τ ) + ζ(eτ )
)

,

where C2, C4 depend on Mpp and d, and ζ(t) = Ce−ρ/t for some ρ > 0. Furthermore, using the
analogue of (5.9), we have

‖Gi,4(τ)‖L2(m) ≤ C ′
4

∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

‖w̃(1)
i (τ ′) − w̃

(2)
i (τ ′)‖L2(m) dτ ′ ,

where C ′
4 depends on Mpp. Returning to the original time variable t = eτ , we thus find

‖Gi,4(log(t))‖L2(m) ≤ C ′
4

∫ t

0

∆i(s)

(t− s)
1
2 s

1
2

ds , 0 < t < T .

Finally, according to (5.7), we have the bound

‖Gi,3(τ)‖L2(m) ≤ C

∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

∥

∥

∥
e

τ ′

2 ũ
(1)
0 (ξe

τ ′

2 + zi, e
τ ′

) − e
τ ′

2 ũ
(2)
0 (ξe

τ ′

2 + zi, e
τ ′

)
∥

∥

∥

L4
dτ ′

≤ C

∫ τ

−∞

e−
τ−τ ′

2

a(τ − τ ′)
1
2

∆0(e
τ ′

) dτ ′ ≤ C3∆0(e
τ ) ,

which is sufficient for our purposes since ∆0(t) ≤ C0∆(t)(M (1)(t)+M (2)(t)). Collecting all these
estimates, we obtain the desired bounds on ∆(t). This concludes the proof of Proposition 5.3.
�

Proof of Theorem 1.1: Let K̃ = max{K5,K10}, where K5 is as in Lemma 4.1 and K10 as in
Proposition 5.1. Assume that ε > 0 is sufficiently small so that

16K13K̃ε ≤ 1 , and 16K14K̃ε ≤ 1 , (5.16)

where K13 is as in (5.14) and K14 as in Proposition 5.3. Finally, choose t1 ∈ (0, t0] sufficiently
small so that

η(t) ≤ 1

4
, and δ(t) ≤ K̃ε , for 0 < t ≤ t1 ,

where δ(t), η(t) are as in (5.14) and η(t) appears in Proposition 5.3 as well. We shall prove
that ∆(t) = 0 for t ∈ (0, t1], hence ω(1)(t) = ω(2)(t) on this time interval. Since ω(`)(t1) ∈
L1(R2) ∩ L∞(R2) and since the Cauchy problem is well-posed in that space, it will follow that
ω(1)(t) = ω(2)(t) for all t ∈ (0, T ).

We claim that M (`)(t) ≤ 2K̃ε for ` ∈ {1, 2} and t ∈ (0, t1]. Indeed, by Lemma 4.1 and
Proposition 4.5, this is true at least for t > 0 sufficiently small. On the other hand, it follows
from (5.14) that

M (`)(t) ≤ K̃ε+
1

4
M (`)(t) +K13M

(`)(t)2 , 0 < t ≤ t1 ,

hence M (`)(t) < 2K̃ε as long as K13M
(`)(t) < 1

4 . Since K13(2K̃ε) ≤ 1
8 , this proves the claim.

Now, it follows from (5.16) and Proposition 5.3 that

∆(t) ≤ 1

2
∆(t) + ζ(t) , and ∆(t) ≤ 1

2
∆(t) +K14

∫ t

0

∆(s)

(t− s)
1
2 s

1
2

ds ,
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for t ∈ (0, t1]. The first inequality implies that ∆(t) = O(t∞) as t → 0. In view of Lemma 5.4
below, the second bound then implies that ∆(t) = 0 for t ∈ (0, t1]. This concludes the proof of
Theorem 1.1. �

Lemma 5.4 Let f : [0, T ] → R+ be a continuous function satisfying

f(t) ≤ K

∫ t

0

f(s)

(t− s)
1
2 s

1
2

ds , 0 ≤ t ≤ T ,

for some K > 0. If f(t) = O(tα) as t→ 0 for all α > 0, then f ≡ 0.

Proof: Given α ≥ 0, we define

Fα(t) = sup
0<s≤t

f(s)

sα
, 0 < t ≤ T .

If Fα(T ) <∞, we have for t ∈ (0, T ]:

f(t)

tα
≤ K

tα

∫ t

0

sαFα(t)

(t− s)
1
2 s

1
2

ds = KB( 1
2 , α+ 1

2)Fα(t) ,

where

B(p, q) =

∫ 1

0
(1−x)p−1xq−1 dx =

Γ(p)Γ(q)

Γ(p+ q)
, p, q > 0 .

It follows that Fα(T ) ≤ KB( 1
2 , α+ 1

2)Fα(T ). Now, if f(t) = O(t∞) we can take α > 0 large
enough so that KB( 1

2 , α+1
2) < 1. Then Fα(T ) = 0, which implies f ≡ 0. �

5.3 The continuity proof

In this section we prove that the (unique) solution of (1.3) depends continuously on the initial
data in the norm topology of M(R2), as stated in Theorem 1.2. The arguments are very
similar to those leading to the uniqueness theorem, except for the fact that the initial measures
associated to both solutions are now different. So we shall merely sketch the proof and emphasize
where the arguments of the previous sections must be adapted to infer continuity.

Fix µ(1) ∈ M(R2), and assume that µ(2) is another finite measure satisfying ‖µ(1)−µ(2)‖M ≤
δ for some sufficiently small δ > 0. This implies in particular that the large atoms of µ(1), µ(2)

are located at the same points in R2. More precisely, we can assume that both measures are
decomposed as in Section 3, namely

µ(`) =

N
∑

i=1

α
(`)
i δzi

+ µ
(`)
0 , ` ∈ {1, 2} ,

where α
(`)
i = µ(`)({zi}) 6= 0 and ‖µ(`)

0 ‖pp ≤ ε. The parameter ε > 0 is independent of δ and will
be assumed to satisfy a smallness condition similar to (5.16). By construction, we have

‖µ(1) − µ(2)‖M =

N
∑

i=1

|α(1)
i − α

(2)
i | + ‖µ(1)

0 − µ
(2)
0 ‖M ≤ δ .

For ` ∈ {1, 2}, let ω(`) ∈ C0((0,+∞), L1(R2) ∩ L∞(R2)) be the solution of (1.3) with initial
data µ(`). Each solution can be decomposed as in (3.11), namely

ω(`)(x, t) =

N
∑

i=1

α
(`)
i

t
G

(x− zi√
t

)

+ ω̃(`)(x, t) , ω̃(`)(x, t) = ω̃
(`)
0 (x, t) +

N
∑

i=1

α
(`)
i ω̃

(`)
i (x, t) .
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Using the same notations as in the previous section, our goal is to control the quantity ∆(t) =
max{∆0(t),∆1(t), . . . ,∆N (t)}, where

∆0(t) = sup
0<s≤t

‖ω̃(1)
0 (s) − ω̃

(2)
0 (s)‖L1 + sup

0<s≤t
s

1
4 ‖ω̃(1)

0 (s) − ω̃
(2)
0 (s)‖

L
4
3
,

and ∆i(t) is defined by (5.15) for i ∈ {1, . . . , N}. We shall prove that, for any ν ∈ (0, 1), there
exists T > 0 and C > 0 (both independent of δ) such that ∆(T ) ≤ Cδν . In particular, this
implies

sup
0<t≤T

‖ω(1)(t) − ω(2)(t)‖L1 ≤ Cδν . (5.17)

Since the Cauchy problem for (1.3) in L1(R2) is globally well-posed and since the solution is a
locally Lipschitz function of the initial data in that space, uniformly in time on compact intervals,
it follows that (5.17) holds for any T > 0. This proves the continuity claim in Theorem 1.2.

To bound ∆0(t) we write

ω̃
(1)
0 (t) − ω̃

(2)
0 (t) =

(

S
(1)
N (t, 0) − S

(2)
N (t, 0)

)

µ
(1)
0 + S

(2)
N (t, 0)

(

µ
(1)
0 − µ

(2)
0

)

−
∫ t

0

(

S
(1)
N (t, s) − S

(2)
N (t, s)

)

∇ · (ũ(1)(s)ω̃
(1)
0 (s)) ds

−
∫ t

0
S

(2)
N (t, s)∇ ·

(

ũ(1)(s)ω̃
(1)
0 (s) − ũ(2)(s)ω̃

(2)
0 (s)

)

ds ,

where S
(`)
N (t, s) denotes the evolution operator associated to the convection–diffusion equa-

tion (2.1) with U(x, t) =
∑N

i=1
α

(`)
i√
t
vG

(

x−zi√
t

)

. The difference S
(1)
N (t, s) − S

(2)
N (t, s) is estimated

using the following variant of Proposition 4.3, which can be proved by a standard perturbation
argument (we omit the details).

Proposition 5.5 Let p ∈ [1,∞] and let S
(1)
N and S

(2)
N be defined as above.

i) There exists K15 > 0 independent of δ such that, for any measure ν ∈ M(R2),

∥

∥

∥

(

S
(1)
N (t, s) − S

(2)
N (t, s)

)

ν
∥

∥

∥

Lp
≤ K15δ

(t− s)1−
1
p

‖ν‖M , 0 ≤ s < t .

ii) For any γ ∈ (0, 1
2), there exists K16 > 0 and t0 > 0 (both independent of δ) such that, for

any function f ∈ L1(R2),

∥

∥

∥

(

S
(1)
N (t, s) − S

(2)
N (t, s)

)

∇f
∥

∥

∥

Lp
≤ K16δ

(t− s)
3
2
− 1

p

( t

s

)γ
‖f‖L1 , 0 < s < t < s+ t0 .

Using Propositions 4.3 and 5.5, and proceeding as in Section 5.2 above, it is not difficult to
show that

∆0(t) ≤ C0δ(1 +M (1)(t)2) + C0

(

M (1)(t) +M (2)(t)
)

∆(t) , 0 < t < t0 ,

where C0 > 0 is independent of δ and t0 > 0 is as in Proposition 5.5.
To bound ∆i(t) for i ∈ {1, . . . , N}, we consider the integral equations of the form (5.2)

satisfied by the rescaled functions w̃
(1)
i (τ) and w̃

(2)
i (τ), and we estimate the difference of both

expressions. To this end, we clearly need a bound on the linear operator (Tα(τ)−Tα′(τ))∇ with
α 6= α′. This is the content of the following proposition, whose proof is again left to the reader.
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Proposition 5.6 Fix α ∈ R, m > 2, ν ∈ (0, 1
2) and q ∈ [1, 2]. Then there exists K17 > 0

and β0 > 0 such that if |β| ≤ β0 then, for all f ∈ Lq(m),

∥

∥

∥

(

Tα+β(τ) − Tα(τ)
)

∇f
∥

∥

∥

L2(m)
≤ K17|β|

e−ντ

a(τ)
1
q

‖f‖Lq(m) , τ > 0 ,

where a(τ) = 1 − e−τ .

As in Section 5.2, we define Gi,k(τ) = F
(1)
i,k (τ) − F

(2)
i,k (τ) for k ∈ {1, . . . , 6}, where F

(1)
i,k and

F
(2)
i,k are defined in analogy with (5.4). Arguing as in the previous sections, we find the following

estimates:

‖Gi,1(τ)‖L2(m) ≤ C1δ eντ ,

‖Gi,2(τ)‖L2(m) ≤ C2δ eντM (1)(eτ ) + C2e
ντ ∆(eτ ) ,

‖Gi,3(τ)‖L2(m) ≤ C3δM
(1)(eτ ) + C3∆0(e

τ ) ,

‖Gi,4(τ)‖L2(m) ≤ C4δM
(1)(eτ ) + C4

(

eντ ∆(eτ ) + ζ(eτ )
)

,

where ν ∈ (0, 1
2) and ζ(t) = Ce−ρ/t for some ρ > 0. Here and in the sequel, all constants are

independent of δ. As in Section 5.2, the term Gi,4(τ) can also be estimated as follows:

‖Gi,4(log(t))‖L2(m) ≤ C4δM
(1)(t) + C4

∫ t

0

∆i(s)

(t− s)
1
2 s

1
2

ds .

Finally
∑

k∈{5,6}
‖Gi,k(τ)‖L2(m) ≤ C5δM

(1)(eτ )2 + C5∆(eτ )
(

M (1)(eτ ) +M (2)(eτ )
)

.

Combining these estimates with the above bound on ∆0(t), we finally obtain

∆(t) ≤ K18δ(1 +M (1)(t)2) + η(t)∆(t) +K19

(

M (1)(t) +M (2)(t)
)

∆(t) + ζ(t) , (5.18)

as well as

∆(t) ≤ K18δ(1 +M (1)(t)2) + η(t)∆(t) +K19

(

M (1)(t) +M (2)(t)
)

∆(t)

+ K20

∫ t

0

∆(s)

(t− s)
1
2 s

1
2

ds . (5.19)

Now, proceeding as in the proof of Theorem 1.1 in Section 5.2, we can choose ε > 0 sufficiently
small and then t1 ∈ (0, t0] sufficiently small (both ε and t1 independent of δ) so that η(t) ≤ 1

4

and K19(M
(1)(t)+M (2)(t)) ≤ 1

4 for all t ∈ (0, t1]. The bounds (5.18), (5.19) then imply that, for
any ν ∈ (0, 1), there exists K21 > 0 (independent of δ) such that ∆(t) ≤ K21δ

ν for all t ∈ (0, t1],
which is the desired result. Indeed, we have the following lemma, which is a generalization of
Lemma 5.4:

Lemma 5.7 Let f : [0, T ] → R+ be a continuous function satisfying

f(t) ≤ C1δ + C2

∫ t

0

f(s)

(t− s)
1
2 s

1
2

ds , 0 ≤ t ≤ T ,

for some C1, C2 > 0 and some δ ∈ [0, 1]. Suppose moreover that f(t) ≤ C1δ + ζ(t) for all
t ∈ [0, T ], where ζ(t) = C3 exp(−ρ/t) for some ρ > 0. Then for any ν ∈ (0, 1), there exists a
constant C4 > 0 (independent of δ) such that f(t) ≤ C4δ

ν for all t ∈ [0, T ].

22



Remark 5.8 What the proof really shows is that ∆(t1) ≤ Cδ log(C/δ)γ for some large γ > 0.
Thus our method fails to show that the solution of (1.3) is a locally Lipschitz function of the
initial data. This is because we chose to apply the Gronwall argument directly to equation (4.20),
see the discussion at the beginning of Section 5.

6 Appendix

In this final section we prove the main estimates stated in Section 4.

6.1 Proof of Lemma 4.2

We argue as in the proof of ([15], Lemma 4.4). Fix p ∈ [1,∞], q ∈ (2,∞], and i ∈ {1, . . . , N}.
Without loss of generality, we can assume that zi = 0. Using the definition (3.6), the bound (2.5),
and the properties of the Biot-Savart law, it is easy to show that there exists C1 > 0 such that

‖ω̃0(·, t)‖Lp ≤ C1

t
1− 1

p

‖µ0‖M , ‖ũ0(·, t)‖Lq ≤ C1

t
1
2
− 1

q

‖µ0‖M , t ∈ (0, T ) . (6.1)

Fix any δ > 0. Since µ0({0}) = 0 by assumption, there exists r > 0 such that |µ0|(B4r) ≤ δ/C1,
where Br = {x ∈ R2 | |x| ≤ r} and |µ0| denotes the total variation measure associated with µ0.
We decompose

ω̃0(x, t) =

∫

B4r

Γu(x, t; y, 0) dµ0(y) +

∫

R2\B4r

Γu(x, t; y, 0) dµ0(y)
def
= ω(1)(x, t) + ω(2)(x, t) .

We also have ũ0(x, t) = u(1)(x, t) + u(2)(x, t), where u(j) is the velocity field obtained from ω(j)

via the Biot-Savart law (2.17). By construction,

sup
0<t<T

t1−
1
p ‖ω(1)(·, t)‖Lp ≤ C1|µ0|(B4r) ≤ δ , (6.2)

sup
0<t<T

t
1
2
− 1

q ‖u(1)(·, t)‖Lq ≤ C1|µ0|(B4r) ≤ δ .

To bound ω(2)(x, t), we further decompose

ω(2)(x, t) = ω(2)(x, t)1B2r
(x) + ω(2)(x, t)1R2\B2r

(x)
def
= ω(3)(x, t) + ω(4)(x, t) .

Accordingly we set u(2)(x, t) = u(3)(x, t) + u(4)(x, t). Using (2.5), we find

|ω(3)(x, t)| ≤ 1B2r
(x)

∫

R2\B4r

K1

t
e−β |x−y|2

4t d|µ0|(y) ≤ e−β r2

2t

∫

R2

K1

t
e−β |x−y|2

8t d|µ0|(y) ,

since |x− y| ≥ 2r in the first integral. It follows that

t1−
1
p ‖ω(3)(·, t)‖Lp + t

1
2
− 1

q ‖u(3)(·, t)‖Lq ≤ C e−β r2

2t ‖µ0‖M −−−→
t→0

0 . (6.3)

Finally ‖ω(4)(x, t)χ(|x|2/t)‖Lp
x
≤ χ(4r2/t)‖ω(4)(·, t)‖Lp , hence

t
1− 1

p ‖ω(4)(x, t)χ(|x|2/t)‖Lp
x
≤ C1χ(4r2/t)‖µ0‖M −−−→

t→0
0 . (6.4)

Combining (6.2), (6.3), (6.4), we obtain lim supt→0 t
1− 1

p ‖ω̃0(x, t)χ(|x|2/t)‖Lp
x
≤ δ. Since δ > 0

was arbitrary, this proves (4.2).
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To bound u(4)(x, t), we use yet another decomposition:

u(4)(x, t) = u(4)(x, t)1Br (x) + u(4)(x, t)1R2\Br
(x)

def
= u(5)(x, t) + u(6)(x, t) .

Using the Biot-Savart law (2.17), we find

|u(5)(x, t)| ≤ 1Br (x)

∫

R2\B2r

C

|x− y| |ω
(4)(y, t)|dy ≤ C

r
1Br (x)‖ω(4)(·, t)‖L1 ≤ C

r
1Br (x)‖µ0‖M ,

hence t
1
2
− 1

q ‖u(5)(·, t)‖Lq ≤ C(t/r2)
1
2
− 1

q ‖µ0‖M → 0 as t→ 0. Finally,

t
1
2
− 1

q ‖u(6)(x, t)χ(|x|2/t)‖Lq
x
≤ χ(r2/t)t

1
2
− 1

q ‖u(4)(·, t)‖Lq ≤ Cχ(r2/t)‖µ0‖M −−−→
t→0

0 .

Summarizing, we have shown lim supt→0 t
1
2
− 1

q ‖ũ0(x, t)χ(|x|2/t)‖Lq
x
≤ δ, which implies (4.3). �

6.2 Proof of Proposition 4.3

Estimate (4.5) follows immediately from the bound (2.5) on the integral kernel ΓU(x, t; y, s). To
prove (4.6), we first remark that it is sufficient to establish this estimate for p = 1. Indeed, once
this is done, we obtain using (4.5):

‖SN (t, s)∇f‖Lp =
∥

∥

∥
SN

(

t,
t+s

2

)

SN

( t+s

2
, s

)

∇f
∥

∥

∥

Lp
≤ K6

( 2

t−s
)1− 1

p
∥

∥

∥
SN

( t+s

2
, s

)

∇f
∥

∥

∥

L1

≤ K6

( 2

t−s
)1− 1

p
K7

( 2

t−s
)

1
2
(1+t/s

2

)γ
‖f‖L1 ≤ K6K7

( 2

t−s
)

3
2
− 1

p
( t

s

)γ
‖f‖L1 .

It remains to prove (4.6) for p = 1. We proceed in two steps:

Step 1 : the case of 1 vortex

Fix α ∈ R, and let S1(t, s) be the evolution operator associated to the non-autonomous equation

∂ω

∂t
(x, t) +

α√
t
vG

( x√
t

)

· ∇ω(x, t) = ∆ω(x, t) , x ∈ R2 , t > 0 .

Due to the particular form of the convection term, it is natural to rewrite this equation in the
self-similar variables ξ = x/

√
t, τ = log(t). Defining w(ξ, τ) as in (2.9), we obtain the equivalent

equation
∂w

∂τ
(ξ, τ) + αvG(ξ) · ∇w(ξ, τ) = (Lw)(ξ, τ) , (6.5)

where L is given by (2.10). We shall show that the autonomous equation (6.5) defines a strongly
continuous semigroup in L1(R2), which we denote by S1(τ). We claim that, for any τ > 0, the
operator S1(τ)∇ can be extended to a bounded operator on L1(R2). Moreover, for any γ > 0,
there exists C1 > 0 (depending on γ and |α|) such that, for any w ∈ L1(R2),

‖S1(τ)∇w‖L1 ≤ C1
e−( 1

2
−γ)τ

a(τ)
1
2

‖w‖L1 , τ > 0 , (6.6)

where a(τ) = 1 − e−τ . If we return to the original variables, we see that (6.6) is equivalent
to (4.6) with N = 1, p = 1, and t0 = +∞.

To prove (6.6), we introduce the Banach space X ↪→ L1(R2) defined by

X =
{

w ∈ L1(R2)
∣

∣

∣
w = ∂1f1 + ∂2f2 with f1, f2 ∈ L1(R2)

}

,

24



equipped with the norm

‖w‖X = ‖w‖L1 + inf
{

‖f1‖L1 + ‖f2‖L1

∣

∣

∣
w = ∂1f1 + ∂2f2

}

.

We also consider the auxiliary equation for the vector field f = (f1, f2):

∂f

∂τ
+ αvG div f =

(

L− 1

2

)

f . (6.7)

Using a fixed point argument as in the proof of Lemma 6.4 below, it is straightforward to
show that (6.7) defines a strongly continuous semigroup in L1(R2)2, which we denote by T1(τ).
Moreover, there exists τ0 > 0 and C2 > 0 such that, for all f ∈ L1(R2)2,

‖T1(τ)f‖L1 ≤ C2‖f‖L1 , ‖∇T1(τ)f‖L1 ≤ C2

a(τ)
1
2

‖f‖L1 , 0 < τ ≤ τ0 . (6.8)

The evolutions defined by (6.5) and (6.7) are related via

div(T1(τ)f) = S1(τ) div f , f ∈ X , τ > 0 .

This shows that, for τ ∈ (0, τ0], S1(τ)∇ can be extended to a bounded operator from L1(R2)

into X with bound C2a(τ)
− 1

2 ; in particular (6.6) holds for τ ∈ (0, τ0]. Moreover S1(τ) is a
strongly continuous semigroup in X. Thus, to prove (6.6) for all times, it remains to show that,

for any γ > 0, there exists C3 > 0 such that ‖S1(τ)‖L(X) ≤ C3 e−( 1
2
−γ)τ . Equivalently, we shall

show that the spectral radius of S1(τ) in X satisfies ρsp(S1(τ)) ≤ e−
τ
2 for all τ ≥ 0.

To prove this, we argue exactly as in ([12], Sections 4.1 and 4.2). We first observe that S1(τ)
is a compact perturbation of S(τ) = exp(τL), and it is easy to verify using (2.11) that the
spectral radius of S(τ) in X satisfies ρsp(S(τ)) = e−

τ
2 for all τ ≥ 0. Thus, it remains to

show that all eigenvalues of the generator L = L − αvG · ∇ of S1(τ) are contained in the half-
plane {λ ∈ C |Re (λ) ≤ − 1

2}. Assume on the contrary that some λ ∈ C with Re (λ) > − 1
2 is

an eigenvalue of L in X. Since L is rotation invariant, we can use polar coordinates in R2 and
assume that the eigenfunction ϕ associated to λ has the form ϕ(r cos θ, r sin θ) = ψ(r) einθ for
some n ∈ Z. If we study the differential equation satisfied by ψ, we find as in ([12], Lemma 4.5)
that

ψ(r) ∼ Ar2λ−2 +Br−2λ e−r2/4 , r → +∞ ,

for some A,B ∈ C. Now, since ϕ ∈ X and Re (λ) > − 1
2 , we must have A = 0, hence ϕ has

Gaussian decay at infinity, and
∫

R2 ϕ(ξ) dξ = 0. In particular, ϕ lies in the Hilbert space

Y0 =
{

w ∈ L2(R2,C)
∣

∣

∣

∫

R2

G−1|w(ξ)|2 dξ <∞ ,

∫

R2

w(ξ) dξ = 0
}

.

But it is proved in [12] that L is self-adjoint in Y0 with spectrum {−n
2 |n ∈ N , n ≥ 1} and vG ·∇

is skew-symmetric in the same space Y0. Thus we necessarily have Re (λ) ≤ − 1
2 , which is a

contradiction.

Step 2 : the case of N vortices

We now assume that N ≥ 2 and we study the evolution operator SN (t, s) associated to the
equation

∂ω

∂t
(x, t) +

N
∑

i=1

αi√
t
vG

(x− zi√
t

)

· ∇ω(x, t) = ∆ω(x, t) . (6.9)
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As we shall see, if t/d2 � 1 where d = min{|zi − zj | | i 6= j}, the N convection terms in (6.9) are
nearly decoupled, and we can bound SN (t, s) using the previous estimates on S1(t, s).

Let χ : R2 → [0, 1] be a smooth function equal to one for |x| ≤ 1
4 and zero for |x| ≥ 1

3 .

For i ∈ {1, . . . , N} we set χi(x) = χ((x−zi)/d) and we define χ0 such that
∑N

i=0 χi(x) = 1 for
all x ∈ R2. Observe that 0 ≤ χ0 ≤ 1 and that there exists C1 > 0 (independent of d and N)
such that ‖∑N

i=0 |∇χi| ‖L∞ ≤ C1d
−1 and ‖∑N

i=0 |∆χi| ‖L∞ ≤ C1d
−2 for all i ∈ {0, . . . , N}.

If ω(x, t) satisfies (6.9), then for all i ∈ {0, . . . , N} the function ωi(x, t)
def
= χi(x)ω(x, t) is a

solution of
∂ωi

∂t
+
αi√
t
vG

(x− zi√
t

)

· ∇ωi = ∆ωi − div(Riω) +Qiω ,

where α0 = 0 and

Ri(x, t) =
∑

j 6=i

αj√
t
vG

(x− zj√
t

)

χi(x) + 2∇χi(x) ,

Qi(x, t) =

N
∑

j=1

αj√
t
vG

(x− zj√
t

)

· ∇χi(x) + ∆χi(x) .

By construction, Ri(x, t) and Qi(x, t) are smooth functions of x ∈ R2 and t ≥ 0. Moreover,
if R(x, t) =

∑N
i=0 |Ri(x, t)| and Q(x, t) =

∑N
i=0 |Qi(x, t)|, there exists C2 > 0 (depending on Mpp

but not on d) such that

‖R(·, t)‖L∞ ≤ C2

d
, ‖Q(·, t)‖L∞ ≤ C2

d2
, t ≥ 0 . (6.10)

If we denote by S̃i(t, s) the evolution operator associated to the ith vortex, we find the following
integral equation

ωi(t) = S̃i(t, s)ωi(s) +

∫ t

s
S̃i(t, t

′)
(

−div(Ri(t
′)ω(t′)) +Qi(t

′)ω(t′)
)

dt′ , (6.11)

for 0 < s < t.
Now, we fix s > 0, T > 0, and we assume that ωi(s) = χi∇f ≡ ∇(χif) − (∇χi)f for some

f ∈ L1(R2). Using (6.11) together with the bounds (4.5), (4.6) (for one vortex), we obtain for
s < t < s+ T :

‖ωi(t)‖L1 ≤ K7

(t−s) 1
2

( t

s

)γ
‖χif‖L1 +K6‖(∇χi)f‖L1 +

∫ t

s
K6‖Qi(t

′)ω(t′)‖L1 dt′

+

∫ t

s

K7

(t−t′) 1
2

( t

t′

)γ
‖Ri(t

′)ω(t′)‖L1 dt′ .

Summing over i ∈ {0, . . . , N}, we thus find

‖ω(t)‖L1 ≤ K7

(t−s) 1
2

( t

s

)γ
‖f‖L1 +

C1K6

d
‖f‖L1 +

∫ t

s
K6‖Q(t′)‖L∞‖ω(t′)‖L1 dt′

+

∫ t

s

K7

(t−t′) 1
2

( t

t′

)γ
‖R(t′)‖L∞‖ω(t′)‖L1 dt′ .

Thus, if we define (for a fixed s > 0)

‖ω‖T = sup
s<t<s+T

(t− s)
1
2

(s

t

)γ
‖ω(t)‖L1 ,
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we obtain using (6.10)

‖ω‖T ≤ C3

(

1 +
T

1
2

d

)

‖f‖L1 + C4
T

d2
‖ω‖T + C5

T
1
2

d
‖ω‖T ,

where C3, C4, C5 > 0 are independent of d. If we now assume that T is sufficiently small so that

T

d2
≤ min

{

1 ,
1

4C4
,

1

(4C5)2

}

,

then ‖ω‖T ≤ 4C3‖f‖L1 , hence

‖SN (t, s)∇f‖L1 ≤ 4C3

(t−s) 1
2

( t

s

)γ
‖f‖L1 , s < t < s+ T .

This concludes the proof of Proposition 4.3. �

6.3 Proof of Proposition 4.5

The proof follows the approach of [12]. Using parabolic regularization, we first show that the
trajectory {wi(τ)} is relatively compact in L2(m). We next prove that the α-limit set Ai of this
trajectory is fully invariant under the evolution defined by the autonomous equation

∂wi

∂τ
(ξ, τ) + vi(ξ, τ) · ∇wi(ξ, τ) = (Lwi)(ξ, τ) , (6.12)

which is obtained by setting Ri = 0 in (4.11). Using the main result of [12] we conclude that
Ai = {αiG}, which proves the claim. We start with the compactness result:

Lemma 6.1 For any i ∈ {1, . . . , N} and any m > 1, the trajectory {wi(τ)}τ<log T is relatively
compact in L2(m).

Proof: Fix i ∈ {1, . . . , N}. By (4.15), for any m > 1, there exists Cm > 0 such that
‖wi(τ)‖L2(m) ≤ Cm for all τ < log(T ). Let H1(m) be the weighted Sobolev space defined
by

H1(m) = {w ∈ L2(m) |∇w ∈ L2(m)} , ‖w‖2
H1(m) = ‖w‖2

L2(m) + ‖∇w‖2
L2(m) . (6.13)

By Rellich’s criterion, the inclusion H1(m+1) ↪→ L2(m) is compact. Therefore, to prove
Lemma 6.1, it is sufficient to verify that ∇wi(τ) is bounded in L2(m) for all m > 1. To
this end, we proceed as in ([12], Lemma 2.1). Fix m > 1, τ0 < log(T ), and consider the integral
equation

∇wi(τ) = ∇S(τ − τ0)wi(τ0) −
∫ τ

τ0

∇S(τ − s)(vi(s) · ∇wi(s) +Ri(s) · ∇wi(s)) ds ,

where Ri is given by (4.12). If τ0 < τ < log(T ), we can bound, using Proposition 2.2,

‖∇wi(τ)‖L2(m) ≤ K3

a(τ−τ0)
1
2

‖wi(τ0)‖L2(m) +

∫ τ

τ0

K4

a(τ−s)
1
p

‖(vi(s) +Ri(s)) · ∇wi(s)‖Lp(m) ds ,

where 1 < p < 2. If 1
q = 1

p − 1
2 , we have according to (2.18)

‖vj(s)‖Lq ≤ C‖wj(s)‖Lp ≤ C‖wj(s)‖L2(m) ≤ CCm ,
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and according to (6.1)

‖e τ
2 ũ0(ξe

τ
2 + zi, e

τ )‖Lq
ξ

= eτ( 1
2
− 1

q
)‖ũ0(·, eτ )‖Lq = t

1
2
− 1

q ‖ũ0(·, t)‖Lq ≤ C1‖µ0‖M .

Therefore, we find

‖(vi(s) +Ri(s)) · ∇wi(s)‖Lp(m) ≤ ‖vi(s) +Ri(s)‖Lq‖∇wi(s)‖L2(m) ≤ C‖∇wi(s)‖L2(m) ,

hence

‖∇wi(τ)‖L2(m) ≤ C2

a(τ−τ0)
1
2

+

∫ τ

τ0

C3

a(τ−s)
1
p

‖∇wi(s)‖L2(m) ds , (6.14)

where C2, C3 > 0 are independent of τ0. Now, choose T̃ > 0 small enough so that

sup
τ0<τ≤τ0+T̃

∫ τ

τ0

C3a(τ−τ0)
1
2

a(τ−s)
1
pa(s−τ0)

1
2

ds ≡ sup
0<τ≤T̃

∫ τ

0

C3a(τ)
1
2

a(τ−s)
1
pa(s)

1
2

ds ≤ 1

2
·

Then (6.14) implies that ‖∇wi(τ)‖L2(m) ≤ 2C2a(τ−τ0)−
1
2 for τ0 < τ < min(τ0+T̃ , log(T )).

Since τ0 < log(T ) was arbitrary and since T̃ is independent of τ0, there exists C4 > 0 such
that ‖∇wi(τ)‖L2(m) ≤ C4 for all τ < log(T ). �

We next show that the term Ri(ξ, τ) in (4.11) is negligible as τ → −∞:

Lemma 6.2 For any i ∈ {1, . . . , N}, any m > 1, and any p ∈ (1, 2), the following holds:

lim
τ→−∞

‖Ri(τ)wi(τ)‖Lp(m) = 0 .

Proof: Let q ∈ (2,∞) be such that 1
q = 1

p − 1
2 . If b(ξ) = (1+|ξ|2) 1

2 , we have for all τ < log(T )

‖Ri(τ)wi(τ)‖Lp(m) = ‖bmRi(τ)wi(τ)‖Lp ≤ ‖b−1Ri(τ)‖Lq‖bm+1wi(τ)‖L2 ≤ C1‖b−1Ri(τ)‖Lq ,

where C1 > 0 is independent of τ . We claim that the last term in the right-hand side converges
to zero as τ → −∞. Indeed, if 0 < ν < 1 − 2

q and j 6= i, we have

‖b−1(·)vj(· − (zj−zi)e−
τ
2 , τ)‖Lq ≤ C‖b−1(·)b(· − (zj−zi)e−

τ
2 )−ν‖L∞‖bνvj(τ)‖Lq .

The first factor in the right-hand side is O(eν τ
2 ) as τ → −∞, and using (2.20) the second one

can be bounded by C‖wj(τ)‖L2(m) ≤ C2, where C2 > 0 is independent of τ . On the other hand,

applying Lemma 4.2 with χ(r) = (1+r)−
1
2 , we obtain (with t = eτ )

‖b−1(ξ)e
τ
2 ũ0(ξe

τ
2 + zi, e

τ )‖Lq
ξ

= t
1
2
− 1

q

∥

∥

∥
ũ0(x, t)

(

1 +
|x− zi|2

t

)− 1
2
∥

∥

∥

Lq
x

−−−→
t→0

0 ,

Thus ‖b−1Ri(τ)‖Lq → 0 as τ → −∞. �

Now, fix m > 1 and let Ai be the α-limit set in L2(m) of the trajectory {wi(τ)}τ<log(T ). As is
well known, Ai is nonempty, compact, and attracts wi(τ) in the sense that distL2(m)(wi(τ),Ai) →
0 as τ → −∞. Let also Φ(τ)τ≥0 be the semiflow in L2(m) defined by the limiting equation (6.12),
see ([11], Theorem 3.2). Our last result is:

Lemma 6.3 For any i ∈ {1, . . . , N} and any τ ≥ 0, we have Φ(τ)Ai = Ai.
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Proof: It is clearly enough to prove the result for 0 ≤ τ ≤ 1. If w∞ ∈ Ai, there exists a
sequence τn going to −∞ such that ‖wi(τn) − w∞‖L2(m) → 0 as n→ ∞. From (4.14) we have

wi(τn + τ) = S(τ)wi(τn) −
∫ τ

0
e−

1
2
(τ−τ ′)∇ · S(τ − τ ′)(viwi +Riwi)(τn + τ ′) dτ ′ ,

for τ ∈ [0, 1]. On the other hand, Wi(τ)
def
= Φ(τ)w∞ satisfies

Wi(τ) = S(τ)w∞ −
∫ τ

0
e−

1
2
(τ−τ ′)∇ · S(τ − τ ′)(ViWi)(τ

′) dτ ′ , 0 ≤ τ ≤ 1 ,

where Vi(τ) is the velocity field obtained from Wi(τ) via the Biot-Savart law. Now we compute
the difference of both expressions. Using Proposition 2.2 and proceeding as in ([11], Lemma 3.1)
we obtain, for any p ∈ (1, 2),

‖wi(τn + τ) −Wi(τ)‖L2(m) ≤ K3‖wi(τn) − w∞‖L2(m)

+K4

∫ τ

0
e−

1
2
(τ−τ ′) 1

a(τ − τ ′)
1
p

‖Ri(τn + τ ′)wi(τn + τ ′)‖Lp(m) dτ ′

+K4

∫ τ

0
e−

1
2
(τ−τ ′) C

a(τ − τ ′)
1
p

(

‖wi(τn + τ ′)‖L2(m) + ‖Wi(τ
′)‖L2(m)

)

×‖wi(τn + τ ′) −Wi(τ
′)‖L2(m) dτ ′ .

The first term in the right-hand side converges to zero as n → ∞, and so does the second one
(uniformly in τ ∈ [0, 1]) by Lemma 6.2. Thus using the uniform bound on ‖wi(τ)‖L2(m) we
deduce that

‖wi(τn + τ) −Wi(τ)‖L2(m) ≤ ε(n) + C

∫ τ

0

1

a(τ − τ ′)
1
p

‖wi(τn + τ ′) −Wi(τ
′)‖L2(m) dτ ′ ,

where ε(n) → 0 as n→ ∞ uniformly in τ ∈ [0, 1], and where C > 0 is independent of n and τ .
Gronwall’s lemma then implies

lim
n→∞

sup
0≤τ≤1

‖wi(τn + τ) −Wi(τ)‖L2(m) = 0 .

In particular Wi(τ) ≡ Φ(τ)w∞ ∈ Ai for any τ ∈ [0, 1], hence Φ(τ)Ai ⊂ Ai for any τ ∈ [0, 1].
Conversely let w∞ ∈ Ai and 0 ≤ τ ≤ 1. There exists a sequence τn going to −∞ such

that ‖wi(τn) − w∞‖L2(m) → 0 as n → ∞. Up to the extracting a subsequence, we can suppose
that wi(τn−τ) converges in L2(m) towards some W∞ ∈ Ai as n goes to infinity. By the argument
above, we have Φ(τ)W∞ = w∞, hence Ai ⊂ Φ(τ)Ai. �

In ([12], Lemma 3.3) it is shown that, if A is a bounded subset of L2(m) satisfying Φ(τ)A = A
for all τ ≥ 0, then necessarily A ⊂ {αG |α ∈ R}. Applying this result to the α-limit set
of {wi(τ)}, we obtain Ai = {αiG}, since any w ∈ Ai satisfies

∫

R2 w(ξ) dξ = αi. This concludes
the proof of Proposition 4.5. �

6.4 Proof of Proposition 4.6

Estimates (4.17) and (4.18) are established in ([12], Section 4.2). To prove iii), we first observe
that it is sufficient to establish (4.19) for 0 < τ ≤ τ0, where τ0 > 0 is arbitrary. Indeed, once
this is done, we have for τ > τ0:

‖Tα(τ)∇w‖L2(m) = ‖Tα(τ−τ0)Tα(τ0)∇w‖L2(m)

≤ K8 e−
(τ−τ0)

2 ‖Tα(τ0)∇w‖L2(m) ≤ K8K9 e−
τ
2

a(τ0)
1
q

‖w‖Lq(m) .
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To prove (4.19) for small τ , we consider the auxiliary equation in L2(m)2:

∂f

∂τ
+ α

(

vG div f + vdiv fG
)

=
(

L− 1

2

)

f . (6.15)

Here, f(x, t) ∈ R2 is a vector field, and vdiv f denotes the velocity field obtained from the
scalar div f via the Biot-Savart law (2.17). As we shall see, this equation defines a semigroup
in L2(m)2, which we denote by T̂α(τ). A straightforward calculation shows that the semi-
groups Tα(τ) and T̂α(τ) are related via

Tα(τ) div f = div(T̂α(τ)f) , f ∈ H1(m)2 , τ ≥ 0 ,

where H1(m) is defined in (6.13). Assertion iii) in Proposition 4.6 is now a direct consequence
of this identity and of the following result:

Lemma 6.4 Equation (6.15) defines a strongly continuous semigroup T̂α(τ) in L2(m)2 for
any m > 1. If q ∈ (1, 2] and τ > 0, T̂α(τ) can be extended to a bounded operator from Lq(m)2

to H1(m)2, and there exist τ0 > 0 and C > 0 such that

‖T̂α(τ)f‖L2(m) ≤ C

a(τ)
1
q
− 1

2

‖f‖Lq(m) , ‖∇T̂α(τ)f‖L2(m) ≤ C

a(τ)
1
q

‖f‖Lq(m) , (6.16)

for τ ∈ (0, τ0].

Proof. We consider the integral equation associated with (6.15), namely

f(τ) = e−
1
2
τS(τ)f0 − α

∫ τ

0
e−

1
2
(τ−s)S(τ−s)

(

vG div f(s) + vdiv f(s)G
)

ds . (6.17)

We assume that f0 ∈ Lq(m)2 for some q ∈ (1, 2] and some m > 1. Given τ0 > 0, we shall

solve (6.17) in the Banach space X
def
= {f ∈ C0((0, τ0],H

1(m)2) | ‖f‖X <∞}, where

‖f‖X = sup
0<τ≤τ0

a(τ)
1
q
− 1

2 ‖f(τ)‖L2(m) + sup
0<τ≤τ0

a(τ)
1
q ‖∇f(τ)‖L2(m) .

Let f ∈ X and denote by F (τ) the expression in the right-hand side of (6.17). Using the
estimates collected in Proposition 2.2, we obtain for τ ∈ (0, τ0]:

‖F (τ)‖L2(m) ≤ K4 e−
1
2
τ

a(τ)
1
q
− 1

2

‖f0‖Lq(m) + |α|
∫ τ

0

K4 e−
1
2
(τ−s)

a(τ−s)
1
p
− 1

2

‖vG div f(s) + vdiv f(s)G‖Lp(m) ds ,

where 1 < p < 2. If 1
p′ = 1

p − 1
2 , we obtain using (2.18) and Hölder’s inequality

‖vG div f(s)‖Lp(m) ≤ ‖vG‖Lp′‖div f(s)‖L2(m) ≤ C‖G‖Lp‖div f(s)‖L2(m) ,

‖vdiv f(s)G‖Lp(m) ≤ C‖vdiv f(s)‖Lp′ ‖G‖L2(m) ≤ C‖div f(s)‖Lp‖G‖L2(m) ,

hence both terms can be bounded by C‖G‖L2(m)‖div f(s)‖L2(m). Therefore,

a(τ)
1
q
− 1

2 ‖F (τ)‖L2(m) ≤ Ce−
1
2
τ‖f0‖Lq(m) + C|α|Λ1(τ)‖f‖X ,

where

Λ1(τ) =

∫ τ

0
e−

1
2
(τ−s) a(τ)

1
q
− 1

2

a(τ−s)
1
p
− 1

2a(s)
1
q

ds .
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Using similar estimates, one finds

a(τ)
1
q ‖∇F (τ)‖L2(m) ≤ Ce−

1
2
τ‖f0‖Lq(m) + C|α|Λ2(τ)‖f‖X ,

where

Λ2(τ) =

∫ τ

0
e−

1
2
(τ−s) a(τ)

1
q

a(τ−s)
1
p a(s)

1
q

ds .

Thus, there exist positive constants C1, C2 such that, for all f ∈ X,

‖F‖X ≤ C1‖f0‖Lq(m) + C2|α|Λ(τ0)‖f‖X ,

where
Λ(τ0) = sup

0<τ≤τ0

Λ1(τ) + sup
0<τ≤τ0

Λ2(τ) .

If we now choose τ0 > 0 small enough so that C2|α|Λ(τ0) ≤ 1
2 , it follows from these estimates

that (6.17) has a unique solution f ∈ X, with ‖f‖X ≤ 2C1‖f0‖Lq(m). This proves (6.16). �
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