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It is known by classification theory of complex surfaces that 

CP 2 # nCp2(o <_ n < 8) and CP t • CP 1 are only compact differential 4-manifolds 
on which there is a complex structure with positive first Chern class. In [TY], the 
authors proved that for any n between 3 and 8, there is a compact complex surface 

M diffeomorphic to CP 2 # nCP 2 such that CI(M ) > 0 and M admits a K~ihler- 
Einstein metric. This paper is the continuation of my joint work with professor 
S.T. Yau [TY]. The main result of this paper is the following. 

Main theorem. Any  compact complex surface M with C I ( M ) > 0  admits 
a Kiihler-Einstein metric i f  Lie (Aut(M)) is reductive. 

This theorem solves one of Calabi's conjectures in case of complex surfaces. The 
conjecture says that there is a K/ihler-Einstein metric on any compact K/ihler 
manifold with positive first Chern class and without holomorphic vector field. Our 
proof of the above theorem is based on a partial C~ of the solutions of 
some complex Monge-Amp&e equations we will develop in this paper (Theorem 
2.2, Theorem 5.1) and the previous work of the author in IT1] and the joint work 
with S.T. Yau in [TY]. 

Let M be a compact K/ihler manifold with positive first Chern class and g be 
a K/ihler metric with its associated K~,hler class ~og in C 1 (M). Then, the existence of 
a K/ihler-Einstein metric on M is equivalent to the solvability of the following 
complex Monge-Amp&e equations 

where n = d imcM,  ~o e C a ( M ,  R1), 0 -< t -< 1 andfis  a smooth function determined 
by equations 

R i c ( o ) - e ) g -  _x/_~l~jf and I e l m ~ = f ~ ~  
M M 
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Since Yau's solution of Calabi's conjecture for K~ihler manifolds with vanishing 
first Chern class, it has been known that the solvability of (0.1)t for 0 < t < 1 would 
follow from an a prior C~ of the solutions of (0.1)t. The difficulty is that 
such a C~ does not exist in general due to those obstructions found by 
Matsushima [Ma], Futaki I-Fu]. In IT1], the author reduces such a C~ to 
some integral bound on the solutions of (0.1),. There are two ways of obtaining 
such an integral bound on the solutions. One of them is to evaluate the optimal 
constant of some linearized versions of Moser-Trudinger inequalities for almost 
plurisubharmonic functions on M as the author did in IT1]. Another is to obtain 
more informations about the solutions of (0.1), and relate the above integral bound 
of the solutions to the geometry on M, specially, the geometry of plurianticanonical 
divisors in M. This second approach is our major motivation in this paper to 
develop an a prior partial C~ for the solutions of (0.1)t in case of complex 
surfaces. 

Our partial C~ for (0.1) t is based on the following observation. The 
solvability of (0.1)t for 0 < t < 1 does not depend on the choice of a particular 
K~ihler metric g, that is, there is some "gauge" group of the complex Monge- 
Amp6re equations (0.1) t. The author's belief is that such a "gauge" group should 
play a role in obtaining the C~ for the solutions of (0.1)t. To understand 
this "gauge" group, we first recall some natural classes of K/ihler metric with its 
K/ihler form in Ca(M). Note that the anticanonical line bundle K~ 1 is ample. 
Therefore, by Kodaira's embedding theorem, for m sufficiently large, the plurian- 
ticanonical line bundle K~  1 is very ample, that is, any basis of the group 
H~ K~") gives an embedding of M into some projective space CP Nm, where 
N,,, + 1 = dimcH~ K~"). Then we have a collection C,, of K/ihler metrics 

1 
consisting of the restrictions of the --multiple of Fubini-Study metric on CP N" to 

m 

the embeddings of M induced by the bases of H~ K~t'). These K/ihler metrics 
are parametrized by the group PGL(N,,, + 1). Thus one can consider PGL(N,,, + 1) 
for m large as a "gauge" group of (0.1)t. Now let us see how this group plays a role in 
our partial C~ for solutions of (0.1)t. The differences of the metrics in cg,, 
from the fixed K/ihler one g provide a natural set ~g;, of smooth functions ~ in 

C~ R 1) with o)g + - ~ 3 ~ - ~ 0  > 0 on M and supr  = 0. One can regard the 
M 

functions in C;, as the generalized polynomials on M of degree m. For instance, if 
M = CP", then the sections in H~ K~") correspond one-to-one to the homo- 
geneous polynomials of degree m and any function in cs is determined by a basis of 
the linear space of all homogeneous m-polynomials. We now propose the following 
estimate for the solution of(0.1)~: there is a m > 0, depending only on the geometry 
of M, such that for any solution ~0 of (0.1) t, there is a function ~, in cg- satisfying 

I1~o - sup q~ - ~tlCOtM) < C (0.2) 
M 

where C is a constant independent of q~, t. In particular, (0.2) implies that for any 
solution ~o of (0.1)t, there is a subvariety V~ c M away from which ~o - supM q~ is 
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uniformly bounded and the degree V~ with respect to K~ 1 is bounded independent 
of ~o. Therefore, we can call (0.2) a partial C~ for (0.1)t. 

We further observe (cf. Lemma 2.2) that (0.2) is equivalent to the following 

m 2 > C' (0.3) log Ilsv IIg~ = 

where C' is a constant depending only on the geometry of M, the metric g, is given 

by its K/ihler form cog + ~ 2 ~ 1  c3~-q~, ll" ll0, is the hermitian metric of K~ m with 
/ ,  

cog + ~__~_~ 1 ffq~ as its curvature form and {S~}0__<~.zN. is an orthonormal basis 

with respect to the inner product induced by gt and [1" Jig,. To prove (0.3), it suffices 
to construct plurianticanonical sections on M with its norm bounded from below 
at any assigned point. In this paper, it is done for t = 1 and complex surfaces, i.e., 
n = 2, by using L2-estimate for J-operators, Gromov's compactness theorem and 
Uhlenbeck's theory for Yang-Mills connections (cf. Theorem 2.2, 5.1). Moreover, 
we can take m in either (0.2) or (0.3) to be less than 7 for t = 1 and on compact 
complex surfaces with positive first Chern class. In general, we believe that the 
estimate (0.3) is also true on higher dimensional Kfihler manifolds with positive 
first Chern class. Note that the group P G L ( N  m + 1) contains the automorphism 
group Aut(M) of M. The obstructions of Matsushima and Futaki are from this 
latter group. 

Next, we assume that M is always a complex surface with positive first Chern 
class. In order to prove the existence of K/ihler-Einstein metric on M, we need to 
evaluate the supremum c~m(M ) of those exponents e such that the function 
exp( - c~0) for ~, in ~ "  are uniformly Ll-bounded, where m < 6 appears in the 
partial C~ (0.2). If such an cr is strictly larger than 2/3, then by [T1] 
and the partial C~ (0.2) for solutions of (0.1) 1, there is a K/ihler-Einstein 
metric on M. But sometimes the number e,,(M) could be exactly 2/3, then we need 
to further study the generalized polynomial functions ~ in the partial C~ 
(0.2) for the solutions of (0.1)1 and improve the main theorem in [T1] (cf. section 
2 for details). All these lead to the proof of our main theorem stated above. 

The organization of this paper is as follows. In section 1, we give some prelimi- 
nary discussions and reduce the proof of our main theorem to some a prior 
C~ for the solutions of complex Monge-Amp6re equations. The argu- 
ments here are standard. In section 2, we prove our main theorem under the 
assumption of Theorem 2.2 (strong partial C~ Some interesting improve- 
ments of the main result in [T1] are given. In sections 3 and 4, we begin our first 
step of the proof of the strong C~ i.e., Theorem 2.2. Gromov's compact- 
ness theorem and Uhlenbeck's theory for Yang-Mills connections are applied for 
this purpose. In section 5, we use H6mmander's L2-estimate for J-operators on 
plurianticanonical line bundles to prove a weaker version of Theorem 2.2, i.e., 
partial C~ stated in either (0.2) or (0.3). We also apply LZ-estimate for 
~--operators to making reductions of the singular points of some 2-dimensional 
K/ihler-Einstein orbifolds. In particular, we prove that if a K/ihler-Einstein orbifold 
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is the limit of some sequence of K~ihler-Einstein surfaces with positive scalar 
curvature, then it has at most  some Hirzebruch-Jung singularities of special type 
besides rational double points (Theorem 5.2). In sections 6, 7, by studying the 
plurianticanonical divisors of some rational surfaces, we complete the proof  of 
Theorem 2.2 (strong partial C~ There are two appendices, in which we 
prove one lemma (Lemma 2.4) and one proposit ion (Proposit ion 2.1) stated in 
section 2. The lemma concerns the singularities of plurianticanonical divisors on 
a complex surface with positive first Chern class and diffeomorphic to either 

C P  2 # 5 C P  2 or C P  2 # 6 C P  2. The proposit ion should be a classical and elementary 
result. In the course of the proof  of our main theorem, we also obtain some results 
on the degeneration of Kfihler-Einstein surfaces (Theorem 7.1). We refer readers to 
the end of section 7 for details. 

I would like to specially thank Professor S.T. Yau for his continuous encouragement and 
stimulating conversations during the course of this work. Actually, he brought Gromov's 
compactness theorem and Uhlenbeck's theory to my attention more than two years ago. I would 
also like to thank Professor R. Schoen from whom the author learned his solution of Yamabi 
problem in U.C.S.D. His work on Yamabi problem has indefinite influence in my program for the 
proof of the main theorem here. I would also be grateful to Professor K.C. Chang and Professor 
W. Ding for some stimulating conversations. Finally, I would also like to thank Harvard 
University and Institute for Advanced Study for their generous financial support during the 
course of this work. 

1. Preliminaries 

Let M be a complex surface with positive first Chern class C 1(M). It is known 

(cf. [ G H ] )  that M is of form either C P  1 • C P  ~ or C P  2 # n C P  2 (0 < n < 8), i.e., the 
surface obtained by blowing up C P  2 at n generic points, where "generic" means 
that no three of these points are colinear and no six of them are on the same 
quadratic curve. As symmetric spaces, C P  ~ x C P  ~ and C P  2 admit the standard 
invariant metrics. These invariant metrics are Kfihler-Einstein metrics. An easy 

computa t ion  shows that for n = 1 or 2, C P  2 # n C P  2 has non-trivial holomorphic  
vector fields and the Lie algebra of these holomorphic  vector fields is not reductive. 
Thus Matsushima's  theorem [ M a ]  excludes the existence of K/ihler-Einstein 

metrics on these C P  z # n C P  2 (n = 1, 2). The following theorem is proved in [TY] 
by estimating the lower bound of the holomorphic  invariant introduced in [T1]. 

Theorem 1.1. For  each in teyer  n be tween  3 and  8, there  is a c o m p l e x  surface M o f  

f o r m  C P  2 # n C P  2 such tha t  M admi t s  a K h M e r - E i n s t e i n  metr ic  wi th  posi t ive  scalar 

curvature.  

Remark .  By a completely different method, Professor Siu [Si] also proved the 

existence of K/ihler-Einstein metrics on C P  2 # 3 C P  2 and Fermat  surface in CP 3. 
His proof  requires that the manifolds considered must  have many symmetries, 
while ours does not. 

Denote  by ,3, the collection of all complex surfaces of form C P  2 # n C P  2 with 
positive first Chern class, in other words, those complex structures on the under- 
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lying differential manifold C P  z # n C P  2 such that the first Chern class is positive. 
One can easily prove that for n = 3 or 4, ,3. consists of only one element, i.e. the one 
on which there is a K/ihler-Einstein metric constructed in Theorem 1.1. Hence, in 
order  to prove our  main theorem, we may assume that 5 < n _< 8. 

Lemma 1.1. `3, is connected in the sense that for  any M,  M '  in ,3,, there is a fami ly  o f  
{M,}0=<,_< ~ such that M o = M,  M x = M' ,  Mt~`3  . and M,  depends smoothly on t. 

Proo f  By induction, we may assume that M, M '  are the surfaces obtained by 
blowing up CP 2 at generic points p~ . . . . .  p,; p'~ . . . . .  p',, respectively and p~ = p'i 

for i = 1 . . . . .  n - 1. Let D be the union of lines p~pj in CP 2 for 1 < i , j  =< n - 1 and 
the quadratic curves in C P  z passing through five of Pl . . . . .  P , -1 .  C p 2 \ D  is 
connected. Now it is easy to see how to connect M to M'  smoothly in .3.. 

Lemma 1.2. For n > 5, each M in .3, has no non-trivial holomorphic vector field. 

Proof. It suffices to prove that the identity component  Auto(M) of the auto- 
morphism group is discrete. It is clear that  

Auto(m) = {a e A u t ( C p 2 ) l a  interchanges Pl,. . . . .  P. } 

where Pl . . . . .  p, are the blowing-up points of M in CP 2. Then the lemma follows 
from a straightforward calculation. 

We fix a n between 5 and 8 and let M o be the complex surface with 
K/ihler-Einstein metric 9o in Theorem 1.1. Then M o is in .3,. In order to prove our 
main theorem, we pick an arbitrary smooth family {mt }0 st  =< ~ from .3.. It suffices to 
prove that any M t admits a K/ihler-Einstein metric with positive scalar curvature. 
We will use the continuous method. Let 

I = {re [0, t ] lM; admits K/ihler-Einstein metric for t' < t} . 

Then I contains 0, in particular, I is nonempty. We need to prove that I is both 
open and closed. In this section, we will prove that I is open. The next several 
sections are devoted to the proof  of the closedness. As in [Y1], IT1],  etc., we first 
convert  the existence of Kfihler-Einstein metrics into solvability of some complex 
Monge-Amper~ equation. Since the entire family {Mr} is in ,3., there is a smooth 
family of K/ihler metrics 0 t on M, with 0 < t _< 1. Let coo, be the associated K/ihler 
form of 0,, then in local coordinates (z 1, z2) of Me, 

coo, x f -  1 2 _ _  2 _ _  - 2~ ~, O~,/dzi/xdz~ where 0 , =  ~ O~,;dzi| 
i , j = l  i , j = l  

We choose O, such that its K~ihler form c~o, represents the first Chern class of M r 
Then by solving a family of  elliptic equations, we can have a smooth family of 
functions {f}0z,__<l such that 

Ric(0,) = coo, + @ l ( 3 J f , ,  ~ eS'dVo, = 9 - n 
Mt 

where dVo, = coff = coo,/x o)o, is the associated volume form of 0t and Ric(0,) is the 
Ricci form, i.e., in local coordinates (z~, z2), if we denote by (R,;)  the Ricci curvature 
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tensor, then 

2 

Ric(~t ) _ x / - 1  ~ R t c d k i ^ d z j  
2rt ~,j= 

It is well-known that the existence of Kfihler-Einstein metrics on M t is equi- 
valent to the solvability of the following complex Monge-Amper6 equation on M t 
(cf. [YU). 

(1.1)r 

We remark that if (1.1)t has a solution ~pt, then the corresponding K~ihler-Einstein 

metric has %,  + ~70-~o t as its K/ihler form. 

We first prove the openness of I by applying Implicit Function Theorem to the 
equation (1.1)~. 

Lemma 1.3. Let {M,}, I be defined as above. Then I is open. 

Proof. Let (l.1)to has a solution ~O,o. The linearized operator of (1.1) t at t = t o is 
Lto = Ato - id, i.e., for any smooth function v, LtoV = AtoV - v, where Ato is the 
Laplacian associated to the K/ihler-Einstein metric 9to on Mto. 

By Lemma 1.2 and the standard Bochner's formula, one can prove that the first 
nonzero eigenvalue of Ato is strictly greater than one (cf. [Au]). It follows that the 
linearized operator Lto is invertible. Then this lemma follows from Implicit Func- 
tion Theorem. 

Therefore, it suffices to prove that I is closed in the interval [0, 1]. Without 
losing the generality, we may assume that [0, 1)e I. By the standard elliptic theory, 
to show that 1 e I, it suffices to prove the uniform C a-estimate of the solutions of the 
equations (1.1) r 

Lemma 1.4. There is a constant C independent o f  t such that for any solution tp o f  
some equation (1.1). we have 

sup { II ~ol[o,(x), II ~2~otlo,(x), tl ~3q~lto,(x)} ~ Csup {[q~(x)l} 
z~Mt z~Mt 

where V t is the gradient with respect to the metric O, and ]" ]~, is the norm induced by 

9 r  

Proof  It follows from same computations as the corresponding ones in [Y1]. 
By this lemma, we only need to prove the uniform C~ of the solutions 

of equations (1.1)r This will be done in the following sections. We should mention 
that obtaining such an a prior C~ is the hardest part of solving this 
conjecture of E. Calabi. 
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2. The proof of main theorem 

In this section, we will prove our main theorem under the assumption of Theorem 
2.2. We postpone the proof of this theorem to the next several sections due to its 
length. Basically, this theorem provides us a strong partial C~ of the 
solutions of the complex Monge-Amper6 equations (1.1)r Let {Mt}0_<t<l be the 
smooth family in ,3n given in last section, where 5 < n < 8. Then each M, for t < 1 
has a Kfihler-Einstein metric gt with Ric(gt) = ~%. It follows that each equation 
(1.1)t for t < 1 has a solution ~o t. Note that such a solution ~o~ is unique by Bando 
and Mabuchi's uniqueness theorem IBM]. By the discussions in last section, in 
order to prove the main theorem, it suffices to show the uniform C~ of 
those solutions ~o,. 

In IT1], the author reduces the C~ of the solution q~t to the evaluation 
of some integral of ~o t. By evaluating this integral, the author proves in IT1] the 
existence of K~ihler-Einstein metrics on Fermat hypersurfaces in CP "+1 of degree 
n or n + 1 and the authors in [TY] prove Theorem 1.1. Here we develop an 
effective method to evaluate the integral posed in IT1] for the C~ of ~0,. 
We start with the following theorem, which is essentially the main theorem proved 
in [Yl]. 

Theorem 2.1. Let  {Mr} be the family in ,3, given as above. Then the Kfihler manifold 
M = M 1 admits a KfiMer-Einstein metric with positive scalar curvature if and only if 
one of  the following holds. 

(1) There are constants e, C > 0 and a subsequence {tl},~ l in the interval [0, 1) with 
limi~ 0o t i = 1, such that for all i and any solution q~t, of(1.1),,, 

e - (2/3 + e)(~ot,- supq~t,)dV~ ~ < C (2.1) 
M t ,  ,q t ,  = 

Mq 

(2) There are constants ~, C > 0 and a subsequence {tl},__> I in the interval [0, 1) with 
l iml .  o0 t i = 1, such that for all i and any solution qg,, of  (1.1)t,, 

- infg,, < (2 - e)sup ~p~, + C (2.2) 
Mr, Mt, 

and moreover for  any 2 < z3, there is a constant C(2), depending only on 2, such 
that 

S e-2(~Pti-sup%)dVg, < C( ,~)  (2 .3)  
M[I �9 i 

Mt~ 

Proof. Consider complex Monge-Amper6 equations 

+ = e f t - so~2  t 

where s __< 1. By Lemma 1.2 and uniqueness theorem in [BM], the solution of 
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equat ion (1.1)t for each t is unique. Thus  by the same argument  as in [BM] for the 
proof  of the uniqueness, one can produce a family {opt, s}0 ~ ~,s< 1 of  smooth  func- 
tions, such that  the function q~t,s solves the equat ion (2.4)t,s and lims ~ 1 cp, s = cpt. 
Thus  in case (1), the theorem follows from the p roof  of the main theorem in IT1].  

2 - e and 2 In the case (2), choose 2 between ~ _ e 3 '  then as in [T1], by the concavity 

of  the logari thm function, we have 

1 - 2  
sup ~o,, < - -  S ( -  ~pt,)dV,, + C'(2) (2.5) = 2 
M h Mt, 

where C'(2) is a constant  depending only on 2. Combining  this with (2.2), we obtain 
the uniform C~ of the solution cp,. The  theorem follows. We refer readers 
to IT1] for more  details. 

By this theorem, we see that, to prove the main theorem, it suffices to find 
a subsequence {tl} having the estimates either (2.1) or (2.2), (2.3). 

t < of the group For  t < 1, we choose an or thonormal  basis {Sm~}O<=~=N. 
H~ K~t,) with respect to the metric gt, when m > 1 and Arm + 1 is the dimension 
of  H~ K~tt). By Kodai ra ' s  embedding theorem, those bases {S~p }0 ~ ~ ~ u. define 
embeddings  q~(t, m) f rom M t into CP N~ for m large. In fact, when n = 5, 6, the 
embeddings  q~(t, 1) are well-defined. 

Theorem 2.2. (Strong partial C~ There are constants c(n, m) > O, depend- 
ing only on n, m, and a subsequence {tl} in the interval [0, 1) with l imi~ oo ti = 1, such 
that for m = 6k (k > 1) in case n = 5, 6, and m = 2k (k > 1) in case n = 7, 8, 

inf t, 2 ]lS,,pHo,(x) > e(n, m) (2.6) 
xEM,, k p = O  

where It" Ilo, is the norm on the line bundle K~t~ induced by the metric gv 

Remark. In case n = 5, 6, 7, the estimate (2.6) should also hold for m = 1. This  can 
be used to simplify the proof  of  our main  theorem, but the simplification is not 
substantial.  

The p roof  of Theorem 2.2 will be given in the following sections. We will first 
prove a weak version of this theorem, i.e., Theo rem 5.1, in w Then  we deduce 
Theorem 2.2 from that  weak version. 

Let us now see the implications of  Theorem 2.2. For  each t~ [0, 1), we further 
choose an o r thonormal  basis {ff~p}0=<a__<N. of H~ KM~) with respect to the 
metric ~ t. Such a basis gives an  embedding T(t,  m) of M t into CP u~ whenever the 
basis {S~t~ } does. Two embeddings 7~(t, m), q~(t, m) are different by an auto- 
morph i sm tr(t, m) in CP N", i.e. tr(t, m)~PGL(Nm+I)  and 

�9 (t, m) = a(t, m) o q'(t, m) (2.7) 

By changing the o r thonormal  bases ~t t {S,.p}0s~sN., {Smp}0=<~=<N~ if necessary, we 
m a y  assume that  each ~(t, m) is represented by a diagonal matrix diag(2~(t))o <j ~ so 
with 0 < 2o( 0 < . . .  < 2u.(t) = 1. 

The following l emma is actually an  observat ion on which the whole p roo f  is 
based. 
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L e m m a  2.1. Let Mr, r {S~p}0=<a_<u, ~' {S,r176 be given as above, where t < 1. 
Then for m = 6k(k > 1) in case n = 5, 6 or m = 2k (k > 1) in case n = 7, 8, 

~ o , = f - m l o g  jIS~a[I ~ + log ~ 12a(t)12ll~motl0, +a( t )  (2.8) 
# o #=o  

where a(t) is a constant depending only on t. 

Proof  We remark that  under the assumpt ion on m, the group H~ K;tS)  is free 
of base point. Thus the left-handed side of(2.8) is a well-defined function on M t. We 
denote it by qCt. One can check that  ~o't satisfies the equation 

On the other hand, the solution qg, of (1.1)t also satisfies the same equation. The 
l emma follows. 

F rom now on, in this section, we fix the subsequence {tl} in Theorem 22. For  
simplicity, in the following, we will replace tl by i whenever t~ appear  as subscripts 
or superscripts. The following lemma is a corollary of Theorem 2.2 and also 
explains why we call (2.6) in Theorem 2.2 "partial  C~ ''. 

L e m m a  2.2. Let {(Mi, gi) } be the subsequence of  Ki~hler-Einstein manifolds given in 
Theorem 2.2. Define v = 6 in case n = 5, 6 and v = 2 in case n = 7, 8. Then there is 
a constant C independent of  i, such that for any solution r of(1.1)t,, 

sup - sup ~oz - v log  12p(i)l 2 llS~p II 2, < C (2.9) 
M~ M~ fl 0 

where {2a(i)} 0 z ~ z Nv are defined by those automorphisms a(tl, v) in (2.7). 

Proof  Note  that  both metrics 9~ (resp. functions f )  converge to a smooth  metric 
(resp. a smooth  function f )  equal to O,(resp.f)  with t = 1. Then the l emma follows 

f rom L e m m a  2.1 and Theorem 2.2. 

Remark. This lemma implies that  the normalizat ions ~o i - supM, ~01 are uniformly 
bounded  away from some subvarieties in M~. One should be able to derive from it 
that  ~0~ - SUpM,~0~ either are uniformly bounded or converge to a function G on 
M \ D ,  where M = lim M i and D is a subvariety of M contained in anticanonical  

divisors, such that  G satisfies the equat ion e) 0 + 0 J G  = 0 outside D and 

has logari thmic singularity along D. This singular function G can be regarded as 
a Green function of the complex Monge-Amper~ operator .  This Green function 
must  impose some analytic structures on M. Hopefully, by studying these struc- 
tures, one can determine when ~o i converge to a bounded function on M. 

Let v be defined as in the above  lemma. We define rational integrals I(~, i) as 
follows, 

( ~= ,2#(i)[2 ,]Si~# t[ff.(z) )-~/~dVo.(z) (2.10) I(~, i) 
~, p o 
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Then by L e m m a  2.2, we see that  the est imates (2.1) and (2.3) are equivalent to 
I(c~, i) < C for ~ = 2/3 + e and 2, respectively. Thus we are bound to estimate the 
integrals in (2.10). This will be done in the following lemmas.  

Let {Sa}0__</~z N, be the limit of the bases {S~p}0_< ~_< N~ as i goes to infinity., Then 
this limit is an o r thonormal  basis of H~ K~t ~) with respect to the metric 9, 
where M = M t for t = 1. By taking the subsequence if necessary, we may assume 
that  l i m ~  o0 2t~(i ) = 2a > 0 for each ft. Note  that  2Nv = 1 and 2 0 < . . .  < .~Nv- 

L e m m a  2.3. We adopt the notations 9iven above. Let N = N v. Then we have the 
followin9 estimates, 

(i) / fn  = 8, then I(~, i) < C, for any ~ < ~6. 
(ii) / fn  = 7, then I(~, i) <, C, for any ~ < �88 

Proof. Since the proof  for (ii) is identical to that  for (i), we only prove (i) here. Put  

0~ = log ~ 12a(i)l 2 I[S~a 112, 
/ /=0 

Denote  by &i the K/ihler form associated to the metric ~i. Then eS~ + Ob-~ define 
positive, d-closed, (1.1)-currents ~o~ on M~. When i tends to infinity, we may assume 

/ -  

t h a t  ~o~ converge weakly to a positive, d-closed, (1.1)-current ~2--~1 Oc~log(lfful 2) 

denoted by ~o~, where I'1 is the absolute value. Now I(~, i) is just the integral 
~M,e- 'q"d~ .  By the discussion in w of [TY],  we have 

Fact  (~). If z ~  M i with lim~ ~ ~ z~ = z ~ M and the Lelong number  Lo (o9", z) < 1, 
then there is a r > 0 independent  of i, such that  

~. e-~'~"dV~i < C= for any ~ < 1 (2.11) 
Br(zi, Yi) 

where Br(Zi, Oi) is the geodesic ball in M i with radius r and the center at zi. For  
more  abou t  the Lelong number ,  one can refer to I-Le]. 

Let D be the zero divisor o f S  N. I fz  is either in the complement  of D or a point  of 
D with multiplicity 2, the Lelong number  Lo ( ~ ,  z) < 1. Therefore, we only need to 
estimate the integral in (2.11) near  those points z ~  Mi with l i m ~  o0 zi = z being 
a singular point  of D with multiplicity > 3. 

Since C 1 (M) z = 1, D has no singular point  with the multiplicity greater than 2 if 
it is irreducible. It implies that  the Lelong number  Lo (o5o~, z) < 1 at every point  z in 
M if D is irreducible. So we m a y  write ,~r = S~ .S~. Since C I ( M )  2 = 1, one can 
easily derive (2.11) by Fact  (t) so long as S'1 is not colinear to S~. So we may  assume 
that  S] = S~ and both S'1, S~ are in H~ K;t~). Also by Fact( t ) ,  it suffices to 
estimate the integral in (2.11) at the singular points of the divisor 
{x ~ M IS'I(X) = 0}. Let hi: M i ~ CP 2, n: M ~ CP 2 be the natural  projections in- 
duced by blowing-ups. Then each n~,(ff~) is a sextic curve in CP 2, converging to 
n , ( S  N) = n,(S'1)2 as i goes to infinity. N o w  n,(S'l) is an irreducible singular cubic 
curve in CP 2. Each n,(S~) has only one singular point  x, which is either an ordinary 
double point  or a cusp, and is not one of blowing-up points. Without  losing 
generality, we may  assume that  x is a cusp. Let U be a small ne ighborhood of x in 
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C P  2, determined later. Then 

,~, ' = ~ I L I  / 

wheref~ is the local holomorphic  function defining ni,(S ~) in U, dV is the volume 
form of the euclidean metric on U and C is a constant  depending only on U. We 
will always use C to denote a constant  independent of i in this proof,  a l though the 
quanti ty of this could be changed in different places. We normalize those f~ such 
that  the l im i t f  = liml + +f~ exists and defines n,(gu) in U. Choose local coordinates 
(z, w) with x = (0, 0) and 

f =  (z z - w3) 2 (2.13) 

where f is the local defining function of the divisor D in U. By holomorphic  
t ransformat ions  of form (z, w )~ ( z  + bl + b2w + b3 wz, w), we may  assume that 

fi = f +  ~ ak,(i) zkw' + ~, au(i) zkwl 
3k + 2 / <  12 3k + 21 ~ 12 

k + 3  

= f + fL + f~g (2.14) 

where limi + +f / r  = 0, limi ~ +fR = 0. Define 

1 
6 i = 40 max  { [ a k l ( i ) l ~ }  (2.15) 

3k + 21 < 12 

We denote by Ji the integral on the right side of (2.12) and split Ji into three parts 
J , ,  Jiz, Ji3 as follows, 

dV 
J i l  = ~ I f l ]  2 :  

Iz1" < +wl + 
1 >__ Iwl _-> r 

Iwl8 dV 
= ~ if/(w3r (2.16) 

Iwl _<- ! 
I~1 --< 1 

[w]8-1Z~dw A d~ ^ d~ ^ d (  
= S W-6(fiL(W3~, W 2 )  q_fiR(W3~, W2)120t  iwl ~ l  I (~ 2 - 1) 2 + 

I~1 5 1 

By the definition o f ~ t ,  ~R and 6i, for i sufficiently large, one can easily see 

[w-O(f/L(w3~, w 2) +f/R(w3~, w2))[ < �88 for 6 i < Iwl < 1, I~1 < 1 (2.17) 

It follows that  for any fixed w with [w[ < 6 i, the holomorphic  functions 
(~2 _ 1) + w-6 ( fL  + f g )  have exactly four distinct zeroes in {[~[ < 1} for all i, 
moreover ,  these four zeroes are disjoint from each other by a uniform distance. 
Therefore, we conclude that  the integral J n  is uniformly bounded  independent of 
i for ~ < 6 ~, i.e., Jil < C,. Similarly, we also have 

dV 5 
Ji2 = ~ < C: for any a < - (2.18) 

Izl':>lw]~3 [f/12~t = 6 
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It remains to estimate Ji3, which is equal to J i -  J i l -  Ji2. By scaling 
(z, w) --* (63z, 62w), we have 

6~o-xz~dV 
J i 3  = ~ 6 - 1 2 f ( 6 3  Z t~2w,# 2a 

Iz l< l  i J i~  i , i ! 
Iwl < ] 

= 6.-lzft63z 6/2w), then by taking a subsequence, we may assume that Yl Pu tg i  , a i , ,  , 

converge to a polynomial g. Note that by the expansion o f f  in (2.14), we have 

g = (Z2  - -  W3)2  + Z bkz zkwt ( 2 . 1 9 )  

3k + 21 < 12 
k < 3  

where bkz are constants and at least one of them is nonzero. This new polynomial 
g is less singular than the function f For example, one can compute 

dV 11 
f ~ < + ~ for a n y ~ < 2 - 4  (2.20) 

Izl < 1 
Iw I < 1 

while 

dV 10 5 
S I - ~ =  + ~ 1 7 6  for a n y ~ > - - = - -  (2.21) 

tzl _-< ~ = 2 4  12 
Iwl _-< 1 

Also, the multiplicity of 9 at any point in {Izl < l, Iwl < 1} is less than that of f a t  the 
origin. Therefore, by induction we can prove that J~3 < Ca for ~ < 5. Case (i) is 
proved. The same arguments can be identically applied to case (ii). Then the lemma 
is proved. 

As a consequence of above lemma and Theorem 2.1, we have 

Corollary 2.1. I f  n = 7 or 8, then M admits a Ki~hler-Einstein metric with positive 
scalar curvature. 

In order to complete the proof of main theorem, it remains to consider the case 
that n = 5 or 6. In fact, by the same arguments in the proof of Lemma 2.3, one can 
have analogous estimates of the integrals /(ct, i) in (2.10) (cf. Lemma 2.5 in the proof 
in the following). Of course, the involved computations are more complicated. 
Instead, we give an alternative discussion here. 

P r o p o s i t i o n  2.1. Let {fi} be a sequence of holomorphic functions on the unit ball 
B x = {z ~ C211zl < 1} such that limi.~ 0o = f  f4 :  O. Let fl > 0 be such that the integral 
Slzt z~l f l  2p dV  is finite, then for any ct < fl, we have 

dV dV  
~ = lim I if~12~ (2.22) 

izl < �89 i ~ o o  izl<�89 

where dV is the standard volume form on C 2. 

Remark. In fact, Lemma 2.3 is a corollary of Proposition 2.1 and some properties 
of plurianticanonical divisors. We gave a separated proof because it is much 
simpler and transparent. The above proposition should be a classical result. But 
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since I could not find its proof  in literature to my limited knowledge, I include 
a sketched proof  in Appendix 2. Actually, the proof  is based on the modification of 
the above arguments in that of Lemma 2.3. The key point is how to make induction 
in general as we did before. The induction, as well as the proof  for the following 
lemma, is completed by means of Newton polyhedrons associated to holomorphic  
functions (see Appendix 1 for details). 

Lemma 2.4. Le t  n = 5 or 6 and S be a global section in H ~  KM6). Then there is an 

e > O, such that ( i ) / f  n = 6, we have 

2 + e  

j" IlSIl-~-dV~ < ov (2.23) 
M 

unless the reduced divisor {S = 0}r~d is an anticanonical divisor and the union o f  three 
lines on M intersecting at a common point, where by a line on M,  we mean an 
irreducible curve o f  degree 1 with respect to the anticanonical line bundle K ~  1 . (ii)/f 
n = 5, we also have (2.23) unless either {S = O} contains a curve with multiplicity 9 or 
{S = 0}~,d is an anticanonical divisor and the union o f  two lines and a curve o f  degree 

2 intersecting transversally at a common point. 

In order to avoid distracting the readers from the main stream in the proof  of 
our main theorem, we postpone the proof  of this lemma in Appendix 1. 

Lemma 2.5. Le t  n = 5 or 6 and l(ct, i) be defined as in (2.10). Then there are constants 
e > 0 and C,  > 0 depending on ct, where 0 < ot < ~, such that (i) For ~ < 2, we have 

(ii) For ct > 2, we have 

I(~, i) < C, (2.24) 

~t 

l(c~, i) < C~' 2N - a (i)-~ (2.25) 

where N = N 6 as in Lemma 2.2. Note  that ~, C,  are independent o f  i. 

Proof. Choose e > 0 such that  4a is given in Lemma 2.4. First we assume that 
n = 6. As before, put D = {gu = 0}. If Dred is not an anticanonical divisor consist- 
ing of three lines intersecting at a common point, then by Lemma 2.4(i), for 

- 2 a  

S l l ffu] lTdV0 < oo (2.26) 
M 

By Proposi t ion 2.1, we have for ~ < ~ + e 

- 2 a t  

lim I(~, i) < lim S Ilg~NIl~-dV0, 
i ~ o v  i ~  Mi 

-2eL 

= ~ IlgNtl-W-dVo < ~ (2.27) 
M 

Hence, there are constants C, depending on ~ such that l(c~, i) < C~ for all i and 
< 3 z + ~. Thus we may assume that gN = (g)6, where S is an anticanonical section 
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which zero divisor is the union of three lines intersecting at a common  point. One 
can easily check that for ~ < 3 z, 

--2~t 

Itgu II~-dVo < oo (2.28) 
M 

Then (1) follows from (2.28) and Proposit ion 2.1 as above. 
Let p be the intersection point  of the three lines in {S = 0 }, then for any open 

neighborhood U of  p and 0 < ~ < 2 + e, 

--2~t 

.[ IIgNIl~-dV0 < ~ (2.29) 
M\U 

It is true simply because {S = 0} is smooth  outside p. On  the other hand, by the 
fact that no four lines of  M intersect at a c o m m o n  point and gN-1  is linearly 
independent of Ss ,  one can easily show that if the neighborhood U of p is 
sufficiently small, then for ~ < 3 ~ + e, 

- 2 ~  

j" llgu-~ II 6 < (30 
U 

N o w  applying Proposi t ion 2.1, we have for cr < ] + e, 

1 
lira (2~3_~I(~,i))< lim I _. ,dVo, 
i~  o~ i ~  M,(rlS ~N_ 11t2 + [I~NIT2)~ 

< l i m  I[g~N_xllWdV0,+ j" IIg~NllTdVo. 
i ~ oo l M i \ U  i 

- 2 c t  - 2 ~  

= [. IIgN_~ll~-dVo + [. IIgNll-~-dro < co 
U M \ U  

(2.30) 

(2.31) 

where U i are open sets of M i and converge to U as i ~ ~ .  Thus (i) is proved. 
Next we assume that n = 5. If neither D contains a curve with multiplicity 9 nor  

Drea is an anticanonical divisor consisting of two lines and a curve of degree 
2 intersecting at a common  point, then both  (i) and (ii) follows from Proposit ion 2.1 
and Lemma 2.4 as before. Therefore, we may  assume that gN is the section listed in 
Lemma 2.4(ii) as an exceptional case. If D contains a curve with multiplicity 9, then 
D = 9L 1 + 3(L 2 + . . .  + L6) , where Li(1 < i < 6) are lines in M satisfying: 
LI"  Lj = 1 (j  > 2), L~: Lj = 0 for i, j > 2. It follows that there are exactly sixteen 
such divisors of KM 6. If D does not contain any curve with multiplicity 9, then 
D = 6(L~ + L 2 + E), where L~, L 2 are lines in M and E is a curve of  degree 
2 satisfying: L~, L 2, E intersect to each other  at a common  point. There are exactly 
40 such sections. We will call a section described as above the one of special type in 
H~ KM6). Take any two different sections S~, S~ in H~ KM 6) described as 
above, by the fact that each point  of M can lie in at most  two lines, one can easily 
check the following estimate ~ < ~, 

--Gt 

I ([]S'~SI }l-6-)dVo < oe (2.32) 
M 
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If  SN- t is not a section of special type in H~ KM6), then by lemma 2.4(ii) and 
Proposi t ion 2.1, for ct < z3 + 

0t -~ t  -~ t  

lim (2N_~(i)~l(~,i)) <= lim j ]lg~N_aH~-dV0. = $ IlgN_allTdVo < oo (2,33) 
i ~ m  i + o g  M i M 

If Ss -1  is a section of special type, by Proposi t ion 2.1 and (2.32), we have that  for 
~ < ~ + ~ < ~  

lim ('~N-x(i)gl(~, i)) <= lim f ( l i f t 'N-,  [12 + l[-~n [{2)6-dVL 

- ~  - G t  

< 2 Y  lim ~ ~~ = IIS~N- x S~N IIYdV0, 
i ~ o ~  M ~  

- r - r 

: 2~- 5 I l g u - , g u l l T d V ,  a, < oo (2.34) 
M 

N o w  (ii) of this l emma follows from (2.33) and (2.34). 

L e m m a  2.6. Suppose that M is one of complex surfaces ofform either C P  2 # 5CP 2 or 

CP 2 # 6CP 2 with positive first Chern class. Then we have 

sup ~o~ < - 5 - 1 log(,~s _ 1 (i)) + C (2.35) 
Mz 

where 6, C are constants independent of i. 

Proof. By L e m m a  2.2, 2.4, there are two constants  ~. > 0 and C' > 0 such that  for 
all i 

I e -  +~ e,-s~p~, dVo <C,2N_I(i)-~-~ (2.36) 
M~ 

Using the equat ion (1.1),, we can rewrite (2.36) as 

2+~) Supe, + -~ e, dVg, < C'eSUP, I"2N_i(i) -~-~ (2.37) ~ e ~  /M. = 
M~ 

where f~ =f , ,  are given in (1.1),,. By the concavity of logari thmic functions, we 
obtain  

(2 + 3e)supM, ~o i < - (1 - 3~)infM, q~i -- (2 + e)logAs(i ) + C" (2.38) 

where C" is a constant  independent  of i. On  the other  hand, it is proved in [T1]  
(also cf. IT2]  for stronger form) that  

- inf~o i < 2sups0 i + C"' (2.39) 
M i  M i  

where C'" is a constant  independent  of i. Then (2.35) follows from (2.38) and (2.39) 
by taking 6 = (6e)- 1 (z 3 + e) and C = e -  1 (C" + C'"). 

Corollary 2.2. Let M be given as in Lemma 2.5. I f  2N-~ 4: O, then M admits 
a Kfihler-Einstein metric with positive scalar curvature. 
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Proof  Since 2N- 1 4: 0, all numbers - log 2N- 1 (i) are uniformly bounded indepen- 
dent of i. Then by Lemma 2.5, there are uniform C~ of the solutions ~Pt, of 
(1.1)t,. So the corollary follows from the discussion in w 

Lemma 2.7. Let M be as in Lemma 2.5 and 2N- 1 = O. Then there is an e' > 0, such 
that for any solution c~i of(1.1)t., we have 

- inf~b~ < (2 - s ')sup + C (2.40) 
Mz Mi 

where C is a constant independent of  i. 

Proof We define two functionals first considered by Aubin in [Au] (see also [-BM], 
ET1]) as follows, 

= S u + 
M~ 

Ji(u) = i l (su) ds 
0 S 

where the metric 0 ~ is just 0~. Note  that 0 ~ converge to a K/ihler metric 0 on M. 
Then by the proof  for Proposi t ion 2.3 in IT1],  we have 

I ( - -  (~i)('02, <-~ I i (6~i)  - -  J i ( O i )  (2 .41)  
M~ 

where g~ is the unique K/ihler-Einstein metric on M / a n d  c%. = ~oo, + ~ - ~ - ~  1 c~-O5/. 

As in the proof  of Lemma 2.2 in IT1],  we compute 

(i _ j,)(c~i) = ~ x / - - -  l ~pi /x ~p / x (1 2 ) 
m, 27r / 3 c~176 + ~c%, 

+ I 5 o0, + 5 og, 
Mt 

- 3 m. ~b/~o2, + 3 m  , 3m. 
1 1 t 

(2.42) 

It follows from this and (2.41) that 

I ( -  qSi)c% 2, < 2 sup ~b i 
M~ M~ 

x / -  1 S dqS~ ̂  c~b, ^ (so. (2.43) 
21r M, 

Take a smooth point  x~ on the zero divisor D of the section SN in M, where N = N v 
and v = 6. Let x i be on the divisor {S~N = 0} in M i such that liml ~ o~ xi = xo~ as Mi 
converge to M. Let r />  0 be small. Then one can choose neighborhoods U~ of x~ 
in M~, U~ of Xoo in M and local coordinates (zi, w~) at x~, (z, w) at x~ such 
that x, = (0,0)eU~ = {levi < r/, Iw, I < rt}, xo~ = (0,0)eUo~ = {Izl < ~/, Iwl < rt}, 
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l i m ~ z  i = z, l i m ~ w ~  w and wl SvN in U~, w = Su in U~. Then for i suffi- 
ciently large such that '~u- 1 (i) < ~/4, by the choice of the above (z~, w~), one can have 
the estimate 

2 ~  ~ ~log ]12r A Flog ~ []2a(i),q~flllff ' A coo, 
M ,  fl = 0 fl 0 

C -  l(Iwi[2 - C2N- 1(0) 
>_ , /7-1 I aw, A i, az, A ae, 
- 2n Ix,i < 

~,, t . : ~  ~( / < IWll < ~//-~ - ~(z) 

> - e"log(2u_ 1(0) 

where C, e" > 0 are some constants independent of i. 
On the other hand, by Lemma 2.2, we have 

(! ) -  A c~log II,~p(i)S~a II~, A 
o' o 

< j" ~b i - s u p 0 ~ -  log ll;,.e(i)S~ell 2, 
M~ M ,  # 

- -  1 --  N 

< C for some constant independent of i 

Recall that  - infM, qSi is dominated by the average 5~, ( - ~b~)% { (cf. [T1]). Then it 
follows from (2.41) and the above inequalities 

- infq5 < 2sup ~b i + e/'log(2N-l(i)) + C' (2.44) 
M~ M~ 

where C' is a constant independent of i. Now (2.40) follows from (2.44), Lemma 2.5. 
Now our main theorem follows from Corollary 2.1, 2.2, Theorem 2.1 and 

Lemma 2.5(i) and Lemma 2.7. 

3. An appl icat ion  o f  G r o m o v ' s  c o m p a c t n e s s  theorem 

In this section, we will apply Gromov 's  compactness theorem ( [GLP] ,  [GW])  and 
Uhlenbeck's curvature estimate for Yang-Mills equation to studying the degener- 
at ion of K/ihler-Einstein metrics for compact  complex surfaces in ,3,(5 < n < 8). It 
is the first step towards the proof  of Theorem 2.2 (strong partial C~ The 
more general version of the result in this section, i,e., Proposit ion 3.2, is stated in 
[An] and [Na].  But for reader's convenience and .our own sake, we include 
a complete and independent proof  here for our special case of Kiihler-Einstein 
metrics. 
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Let {(Mi, gi)} be a fixed sequence of compact  K/ihler surfaces in 3 ,  with 
positive first Chern class and K/ihler-Einstein metric gl, where 5 < n < 8. We 
normalize each metric gl such that Ric(g~) = ogg. 

For  each Kfihler-Einstein manifold (M~, g~), one can define a tensor T(i) on M~, 
which measures the deviation of Kfihler manifold (M/, gl) from being of constant 
holomorphic  sectional curvature. In local coordinates (z 1, z2) of M i, define 

T(i)~,~ = R(i)~fl~5 - �89 + g,~sg,.~). (3.1) 

(1 < ~,fl, 7, 6 < 2 )  

where R(i) denotes the bisectional curvature tensor of the metric 9~. 
A straightforward computat ion as in [Y2] shows the following equality for 

each (M~, 9~) with M~ in .~. (3 < n < 8), 

j" II T(i)llff, dVo, = ~(3C2(Mi) - C2(Mi)) = 3~(9 - n).  (3.2) 
Mi 

where [JT(i)IJo, is the norm of the tensor T(i) with respect to 91, that is in local 
coordinates (zl,  z2), 

II T(i)[]~, (x) = g~'g~i'fl g~'~'9~'s T(i)~rs T(i)~,g,;.,s,(x) . (3.3) 

One may also see [Ban] for reference of (3.2), too. 
In particular, it implies that the LZ~integral of []R(i) lb0, is uniformly bounded 

from above by a uniform constant. 

Lemma 3.1. Let (Mi, 91) be a Kfihler-Einstein surface 9iven as above. Then there are 
uniform constants C', C" such that for any f in C I(MI, R) 

1 

C' [fl dV~, - I If[2dgo, < ~ IVfl2dg~, (3.4) 
i Mi Mi 

where Vf denotes the 9radient o f f  

Proof  Since Ric(9i) = 099, and Volg, Mi = 9 - n is a constant,  the lemma follows 
from a combinat ion of results in C. Croke [Cr] and P. Li [Li]. 

The following lemma is essentially due to K. Uhlenbeck [Uh2].  

Lemma3.2 .  Let N be the integer [ 5(~,)21+ l, where C' is the Sobolev constant given 

in (3.4), [a] denotes the integer part of  the real number a. Then there is a universal 
constant C > O, such that for any re (0 ,  1) and any Kfihler-Einstein surface (M i, 9i) 
9iven as above, there are finite many points xrl, . . . , Xi~, in M i such that 

1 

= ~ Bil[. o, llR(i)ll~,(x)dgo, for any x e  M~ \ ~ B~(x~p, 9~) . (3.5) [Ie(i)llg,(x) < C 
/ /=1 

where B~(x~//, 9i) is the 9eodesic ball with radius r and center at xi~ and IIR(i)llg, is the 
norm of  R(i) with respect to Oi. 

Proof  A straightforward computat ion shows 

- Ag,(llR(i)llg.) < IIR(i)llo, + ~([IR(i)llo,) 2 (3.6) 



On Calabi's conjecture 119 

where Ao, is the laplacian of 9~ and # is a positive constant independent of i, which 
actual value is not important  to us. Define 

E~= {x~ Mi, ~ l,R(i),,Z dFo,> @ (3.7) 
B�88 9) 

Then by (3.2) and the well-known covering lemma, Ei can be covered by N geodesic 
r 

balls of radius ~. Take x,'.x . . . . .  x,'.N to be the centers of these balls. Then for any 

x~ M, \ U L  ~ B,(x',~, g,), 

IlR(i)ll2,dVg, > ~ (3.8) 
B�88 a,) 

Let t/: RI+ - ,  RI+ = {t E R 11 t => 0} be a cut-offfunction satisfying t / -  1 for t =< 1; 
q - 0 for t > 2 and I~/'(t)l < 1. 

For  any x~Mi\U~= x B,(x~, 9i), denote by p=(') the distance function on Mi 
from x. 

r/= ( ~ - ~ ) f o n  both sides of (3.6)and then integra- Put  f =  IlR(0[Ig,. Multiplying 
\ / 

ring by parts, one obtains 

M - i  Mi Mt 

By Lemma 3.1 and H61der inequality, 
1 )' ( C' [qflg dV,, - C" f Infl2 dVe, < f q2 + 

i Mi Mi 

1 1 

/ \B�88 03 
Therefore, for some universal constant C > 0, we have 

1 

I Ifl4dVg, < - I 
B i ( x , q ,  ) = r~(C , _ ,,/~) ~i(x,o,) 

i V(tlf)12dVg, < ~ 2 2 = t 1 f dVg, + I IVrll2f2dgg, + ~ tlZf4dVg, (3.9) 
M~ 

64 r/'l z ~ 2 - .  ~ ) l J t  av.,+ 

(3.1o) 

Similarly, by multiplying r/2f 3 on both sides of (3.6) and processing as above, we 
have 

1 

IflSdVg, 2 < C 5 Ifl4dVg, (3.12) 
B:~ ,g,) ? ( c ' -  v~)  ~;(x,q,) 

Combining (3.11) and (3.12), and letting e __< �88 2, 
1 1 , ) ,c( ,  ), 

lfi dVo, <r -~  �88 (3.13) 
B% o,) B ( 

Then (3.3) follows from Moser's i teration as in the proof  of Theorem 8.17 in [GT] .  

Ifl2dVg, (3.11) 
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r r 

We further observe that we may take the set {x~x . . . . .  X~N } contained in the 
union of the balls B,(x~p, gi). Let {rj}j>~ be a decreasing sequence of positive 

1 r / - x  - ,, 
numbers such that r a < ~, rj < ~ -  and if we write xla as x~a and define 

Then 

f24, = M i U~=,  B2r,(X~'p, g,) (3.14) 

/ ~ . . \  
~ icOJ+l~2~)-- - - i  , and ~ J / ~ l Q ~ = M i \ { x , , . . . , X i N }  

where xi~ -- limi_+ ~ xi~ for any 1 < fl < N, 

~/+ l(e) = {xe~+l ld is tg , (x ,  ~ / + 1 )  > e}. 
The following proposition is essentially a special case of the famous Gromov's  

compactness theorem (cf. [GP],  [GW]). 

P r o p o s i t i o n  3.1. Let {(Xi, hi) } be a sequence of n-dimensional K~hler-Einstein 
manifolds (maybe noncompact) and f2 i be a sequence of domains in Xi with boundary 
OI2g for each i > 1. Suppose that all i, 

(i) The norm IIR(hi)llh,(X ) of the bisectional curvatures R(hi) are uniformly bounded 
for x in f2 i. 

(ii) InjRad(x) > C for x e f 2  i and some uniform constant C. 
(iii) 0 < C' < Voln,(f21) < C"for  some uniform constants C', C". 

Then given any e > O, there is a subsequence {f21,`(e), ha} k >=i of Kfihler-Einstein 
manifolds {f2~(e),h~},_>~, where f2,( 0 = {x~O,  Idisth,(x,~f2,)> ~}, and a Kahter- 
Einstein manifold (O~o(e), h~) such that for the compact subset K c f2~o(e), there is an 
d > ~ such that for k sufficiently large, there are diffeomorphisms (o,~ off2,~(d) into 
f2 o~ (~) satisfying 
(1) K = dp~(f2,~(e'))for any k > 1. 
(2) (q~i:l)*h,~ converge uniformly to h~ on K. 
(3) (r .(r converge uniformly to J| on K, whereJi~, J~ are the almost 
complex structures off2 i, I2oo(e), respectively. 

Proof By some standard computations and the assumption that (Xg, h~) are 
Kfihler-Einstein manifolds, the bisectional curvature tensor R(h~) satisfies a quasi- 
linear elliptic system. The assumption (i), (ii), and (iii) imply that the Sobolev 
inequalities hold on f2~(e) with uniform Sobolev constant. It follows from some 
well-known elliptic estimates (cf. [GT],  [-Uhl]) that 

IlDtR(h31ln,(x) < C(I), l = 1, 2 . . . . .  ~ .  (3.16) 

where DIR(hi) denotes the I th covariant derivative of R(hi) on f2 i and C(l) are 
uniform constants depending only on l. Then by Gromov's  compactness theorem 
([GP],  [GW]),  there are a subsequence {(f2i,`(e), hi,,)} and a Riemannian manifold 
(f2~(e), h| such that the above (1) and (2) hold. Let K be any compact subset in 
f2~(e) and ~b~ defined as in the statement of this proposition. For  the almost 
complex structure J~ on f2~, it is clear that (~b,,). - J,i (c~7~ 1 ) ,  is an almost complex 
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on K. By taking subsequence of {i k }, we may assume that (~b,~). - J , -  (qS,~- ~ ) converge 
on K. Since K is arbitrary, we obtain an almost complex structure Jo~ on f2o~ (e). It is 
easy to check that this Jo~ is integrable and h a is a Kfihler-Einstein metric with 
respect to this J~. 

Combining this proposition with lemma 3.2, we have the following corollary. 

Lemma 3.3. Let {(M i, gl)} be the sequence of K~hler-Einstein surfaces in Theorem 
3.1. By taking a subsequence of { (M i, gl)}, we may assume that (Mi, \ {x~}l ~ ~ =< N, g~) 
converge to a Kfihler-Einstein manifold (Moo, goo) in the following sense: for any 
compact subset K c Mo~, there is a r > 0 such that there are diffeomorphisms (p~from 
M~\U~= 1Br(xi~, gl) into Moo with K in the images and satisfying: 
(1) (r  converge to go~ uniformly on K. 
(2) r  ~ Ji ~162 converge to Jo~ uniformly on K, where Ji, J~ are the almost 

complex structures of Mi, Mo~, respectively. 
Moreover, the limit Moo has only finite many connected components and the curvature 
tensor R(g~) of goo is L2-bounded by a universal constant. 

Proof. For any j _-> 1, by Lemma 3.2, the curvature tensor R(i) of g~ are uniformly 
bounded on the domains ~I in (3.14), and Volg,(~l) uniformly approximte to 
(9 - n)n 2. Since Ric(gl) = ~g~ for all i, the diameters diam(M i, gi) are bounded 

from above by w/3n. By Volume Comparison Theorem [Bi], we have for any 

0 < r < xf3n and x ~ M i, 

Vol(Br(x, gi)) --> cr4 (3.17) 

where c is a uniformly constant. Thus by the estimate on injectivity radius in 
[-CGT], we prove that those assumptions (i)-(iii) in Proposition 3.1 are satisfied by 
(O~,gi), i,j>= 1. Then by Proposition 3.1, we have a sequence of open 
K/ihler-Einstein surfaces (Q~, g~). By the properties (1)-(3) in that proposition, we 
can naturally identify ~2/~ with a domain in O~ + ~ such that the restriction ofg~ + ~ to 
Q~ is just g~. Thus we glue {(Q~,g~)}j>~ together to obtain the required 
(M~o, goo) with properties (1) and (2) as stated in this lemma. It is clear by Fatou's 
lemma that R(g| is L2-bounded by the universal constant for the L2-bounded of 
R(g~). The finiteness of the connected components of M~ follows from Lemma 3.4 
we will prove in the following. 

Let p~ be the distance function on M~ x M~ induced by the metric g~, and Po~ be 
the limit of p~. Note that to make p~ -- lim pi meaningful, we may need to take the 
subsequence of {i}. Obviously, this function Po~ is a Lipschitz function on 
Moo x Moo. Also for each /~ between 1 and N, the function p(x~tJ) converge to 
a Lipschitz function po~. According to [GLP],  one may attach finite many points 
xo~a . . . . .  xo~N to M~ such that M~ u { x ~ l , . . . ,  x| becomes a complete 
length space with length function p~ extending that p~ on Moo • Moo, 
p~(x~p, .) = P~o(', x~op) = p ~ .  

Lemma 3.4. For any r > 0, put E~(r) = {x~M| < r}, then there is a con- 
stant L independent of r such that the number of the connected components in Ep(r) is 
less than L for any 1 <= fl <= N. 
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Proof. By the construct ion of Moo, it is easy to show that  any point  in Ea(r) can be 
connected to a point in Ep(r') by a path  within Ea(r) for any r' > 0. Thus it suffices 
to prove the lemma for sufficiently small r. Choose r o > 0 such that  for r < r o, 
EB(r ) c~ E'p(r) = ~ for fl # fl'. By Volume Compar i son  Theorem [Bi] and positiv- 
ity of the Ricci curvatures of (Mi, gi), by taking limit of Br(x~t~, g~), B�88 g~) etc., as 

i goes to infinity, we have for 1 < fl < N, 

Vol o~ (Ep (r)) < Cr 4 (3.18) 

V o l g o o ( B � 8 8  for xeOEa(2 )  (3.19) 

where C is some constant  independent  of r. 
Put  L = [C 2] + 2. We claim that  the number  of connected components  in Ep(r) 

is less than L. In fact, if not, by taking r smaller, we may  have y~ . . . . .  YL in 
/ N 

components  of dEa l2 ) such  that  B�88 9oo)n B�88 goo, = ~ for j +  j '  different 

and B�88 i, goo) ~ Ea(r). Thus by (3.18) and (3.19), we have 

L 

C - ' r * L  < ~ Vol.oo(B�88 goo)) < Vol.oo(Ep(r)) < Cr* 
j = l  

i.e. L < C 2. A contradiction.  Therefore, our  claim is true and the lemma is proved. 

L e m m a  3.5. There is a decreasing positive function e(r), satisfying l imr~ oe(r) = O, 
such that for any point x in Moo, we have 

[I R(g~)]l (x) < e(r(x)) 
= r 2 ( x )  

where r(x) = mini zJ z N {Poo (xooj, x)}. 

Proof. It  s imply follows from L e m m a  3.2 by taking limit on i and using L e m m a  3.3. 

D e n o t e b y A ( ~ , k )  t h e t r u n c a t e d b a l l { z ~ < l z l < k } i n e u c l i d e a n s p a c e C  2. 

Put A* = Ur~r,>oA(�89 2r'), then A* is the punctured ball in C 2 with radius r. Also 
denote by gv the s tandard euclidean metric on C 2. 

L e m m a  3.6. Let E be one of  connected components in U~= 1Ea(ro), where r o is 
chosen as in the proof of  Lemma 3.4 such that Ep(ro) c~ Ep,(ro) = ~ for fl 4= ft. Then 
there are a ~ > 0 and a diffeomorphism ~b from A* into the universal covering ft, of 
E n ~ =  1Ep(r3 such that the covering map ~E:ff~ ~ E is finite and for r > ~, 

max I(~Eo~b)*goo --grlg~ =< el(r) (3.21) 

where el(r) is a decreasing function of r with l imr~ oo el(r) = 0. 

Proof. For  any integer k ~ 2, kr < r o, we define an open manifold D(r, k) with 
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K/ihler metric g(r, k), 

Then by L e m m a  3.5, 

o( D(r, k) = E ,'3 E~(kr)\E~ . 
/~=1 

g(r, k) l g o [ m . . k  ~ 
= r2 

l[ R(g(r,  k))ltg~, k) <= kZe(kr) (3.22) 

Claim 1. For  any fixed integer k > 0 and any sequence {r(i)}, > t with kr(i) < r o and 
limr(i) = 0, there is a subsequence {ij} of {i} such that  K/ihler-Einstein manifolds 
(D(r(ij), k), g(r(ii), k)) converge to a flat K/ihler manifold Do. k. Here the meaning of 
convergence is as that  in Lemma  3.3�9 

This is simply a consequence of Proposi t ion 3.1 and (3�9 and the fact that  each 
(D(r, k), g(r, k)) is Kfihler-Einstein. 

For  simplicity, we assume that  the subsequence {r(ij)} is just {r(i)} in the above 
claim. By the diagonal  method and taking subsequence of {r(i)} if necessary, we 
may  assume that  for any k' > 2, (D(r(i), k'), g(r(i), k')) converge to a flat K/ihler 
manifold Do. k'. We can naturally identify Do~, k' as an open set of Do, k" if k' < k". 
Thus each manifold Do, k in claim 1 is contained as open subset in a flat K~ihler 

1 
manifold D o = Uk'>= 2Do,k '' As before, the distance function r ~ p o  of the dilated 

�9 1 
metric r~iSdzg(r(i ), k) converge to the distance function Pr of the flat metric gp on D o . 

1 
Let E be in E~(ro), then r ~ p ~  also converge to a Lipschitz function, formally 

denoted by pF(o,'). One may  think o as an at tached point to D o.  Note  that  

/ )o is flat and simple-connected, we may  assume that  G o is an open subset in C 2. 

Claim 2. The fundamental  group ~r 1 (Do~) is finite. In fact, the number  of elements in 
lrl(D~) is bounded by a uniform constant.  

By the construct ion of Do, it is easy to find a point y in D o with pv(O, y) = I and 
a geodesic ray ~ in Do such that  7(1) = y and pv(0, ?(t)) = t. For  any R > 0, define 
a modified geodesic ball of radius R > 0 by 

B~(~(3R), gv) = {zeDo~]Pr(~(3R), z) < R and ~ a unique 

geodesic jointing z to 7(3R)} (3.22) 

( ' )  Then the closure of B~(7(3R), ge) is the limit of the balls B R YiR, r - ~ g o  in 

E c E~(ro) , where all YiR lie on a geodesic 70 c E, whose dilations by r(i) -~ 
converge to the previous ray ; as i goes to infinity. It follows from Volume 
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Comparison Theorem [Bi] that 

Volgr(B~(7(3R), gF)) = VOlgF(B~(y(3R), gr)) 

(m( + )) 
= l i m  Voloo~ B R YIR, goo ~ C R 4  

i~ oo 

where C is a uniform constant. Let ~7 be a lifting of 7 to /5o~ such that 
~(~ (1)) = ?(1) = y, where ~:/)o~ ~ Do~ is natural projection. Also n(~(3R)) = y(3R). 
Since B~(v(3R), gv) is contractible by definition, there is an open subset/3g ~/5o~ 
such that ~lg, is an isometry from /3g onto Br~(7(3R),gv). In particular, 
Volov(/3g) > CR 4 with C given above. Any element ~r in ~x(Do~) can be considered 
as a deck transformation on/5o~. By definition of/3g, we have ~r(/~) c~ ~ = ~ .  
Denote by BR,(~ (1)) the standard ball in C 2 with center at ~ (1). Then 

(36g)ZR 4 = VolgF(B6R(~(1)) > ~ VolgF(a(/3R)) 
dist(a(~ (1)), "~ (1)) < R 

> CR 4. # {(re ~l(Doo)[dist(cr(~(l)), ~(1)) < R} 

By letting R go to infinity, we conclude 

(36~) 2 
# {tren,(Do~)} < < oo . 

-- C 
Claim 2 is proved. 

Any element in n l (Do~) is an isometry of the open subset/)o~ in C 2. Thus n~ (D~) 
can be considered as a subgroup in the linear automorphism group of C z. Since 
n~(Doo) is finite, we may further assume that ltl(D| is in the unitary group U(2). 

Claim 3. The K/ihler manifold /5| c C z coincides with C2\{o}.  Moreover, the 
pullback n*pr(o, ") coincides with the euclidean distance function from the origin 
in C z. 

We adopt the notations in the proof of Claim 2. Let q = limt~ + o ~(t). Let D~ o be 

the closure of/5o~ in C 2, and Pe/~o~ \/5~o. Then there is a sequence {pj} c/9oo such 
that p = l imp j  in C z. It is clear that {n(pj)} has no limit point in Do~, so 
limj~oopv(o, n(pj)) = 0. Each lt(pj) can be connected to a 7(t2) by a path Y~ with 
length l(yj) and limj~ ~o l(yj) = 0. Thus for each j, there is another lifting pj of n(pj) in 
/ ~  such that l imj,  oopj = q in C z. For each j, there is a %erq(Do~) such that 
pj = trj(/3j). By taking a subsequence of {j} if necessary, we may assume that all trj 
are the same, denoted by a. Then p--~r(q). Thus we proved that 
/5oo = Cz\n l  (D~). q. Let o be the origin of C z, then o r since gl (Doo) c U(2) acts 
on/5o~ freely. It follows that q -- 0 and/5| = C2\{o} .  

Claim 4. For any ee(0, 1), there is a r~ > 0 such that for any r > r e, there is 
a diffeomorphism ~b, from d(�89 2r) into n~ (D( r ,  2)) with its image containing 
n~- 1 (D (r, 2 - e)) and 

{ max []~b*n*g~o - grl]g~(x)[x~A r, 2r <= e (3.23) 

where gr is induced by the euclidean metric on C 2. 
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We prove it by contradiction. Suppose that the claim is not true, then there is 
a sequence {r(i)} with limr(i) = 0 such that for any r(i) no diffeomorphism with the 
above properties exists. But by previous three claims, we can easily find a subsequ- 

ence of {r(i)}, for simplicity, say {r(i)} itself, such that D(2, r(i)), r ~ g  ~ converge 

to A (1, 2)/F in D~ = C2\ {0}/F for some finite group F e U(2) with # F < C, where 
C is a uniform constant given in Claim 2. Since the estimate (3.23) is invariant under 
scaling, by the definition of the convergence given in Proposition 3.1, we may have 
the diffeomorphisms r from A (lr(i), 2r(i)) into n i  l(D(r(i), 2)) for i large satisfying 
(3.23) above. A contradiction. We proved this claim. 

This above claim implies immediately that there is a decreasing function e'(r) on 
r with limr~ood(r) = 0, such that for any r < r~, we can replace e by e'(r) in (3.23) of 
Claim 4. 

It remains to glue all (b r together to obtain the required local diffeomorphism 
r in the statement of our lemma. Put r~ = �89 r~ = �89 for i > 2, where ? is 
sufficiently small. Let q~ = r be the diffeomorphism from A(�89 i, 2r~) into 
n{  l(O(ri, 2)) given by Claim 4. Then for any i >  2, the composition q~-J~ o thi is 
a diffeomorphism from (neo(al)-l(D(ri, 2)c~(ri_a,2)) onto (neoc~- l )  -1 
(D(r i, 2) r O(ri- 1,2)) and satisfies 

sup {t[ ((~/--11 o t~i)* g F - -  gF II~F(X) I X E (~  o r  l(D(ri, 2) c~ D(r,_ 1, 2)) } < 4g (r,_ 1 ) 
(3.24) 

sup { II(qS/- 1 o q~i- 1 )*gv - gr I[g,(x)[x e (ne o ~)i- 1 )- l(D(ri, 2) c~ D(r i -1,2))} < 4e'(r i_ 1 ) 

0.25) 

By (3.24) and (3.25) and letting f small enough, one can easily modify q~L~ o 4h to be 
a smooth diffeomorphism ~,~ from (n E o 41)- l(D( r .  2) ~ D(ri- ~, 2)) into A* such 
that 

= ~0Lll  o~bi in (nEo4) i ) - l ( (D(r l - l ,2 ) r~D(~r i - i ,2 ) )  
Oi ~Id in (nEor 

and the estimates 

sup{llO?gv - ovll~lxe(nE' 4~z)- l(D(ri, 2) n D(ri-1, 2))} < 400g(ri_ 1) (326) 

Now we define a diffeomorphism qS:A* --*/~ by 

~bla(6~q,2r,) --- gbl, qS]a(~r, ~r, ) = (~i(i >= 2) 

~bld(~ . . . . .  ~r,) = r176 for i > 1 . 

Then r satisfies (3.21) for some decreasing function e(r) with l im,.o Q (r) = 0. 
The finiteness of nr follows directly from Claim 2. The lemma is proved. 

By this lemma, we can compactify Moo topologically by adding a point x ~  to 
E~(~ for each fl between 1 and N. Denote by ~r the compactification of Moo. 
Then 3~too has the following properties: for any x ~ ,  there is a neighborhood U~ of 
x ~  in . / ~  such that any connected component ~ ( 1  _<j ~ 1~) of U~c~M~ is 
covered by a smooth manifold t ~  with the covering group F~i isomorphic to 
a finite group in U(2), and U~i is diffeomorphic to a punctured ball A* in C 2. Let 
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~bpj be the diffeomorphism from A* onto L7~i and npj be the covering map from/_Taj 
onto Ups. Then by Lemma 3.6, the pull-back metric ~b~'ion~j(go~ ) extends to 
a C~ on the ball Ae with the estimate (3.21). Note that the metric 
qS~'j o n~'j(go~ ) is an Einstein one outside the origin. 

Such a -Mo~ with the metric goo is called a generalized topological orbifold with 
C~ go. The previous discussions in this section yields. 

Proposition 3.2. Let  {(M i, gi)} be a sequence o f  compact K~hler-Einstein surface in 
~,(5 < n < 8) as given at the beginning o f  this section. Then by taking a subsequence 
if  necessary, we may assume that (Mi, gi) converge to an open Kfihler-Einstein surface 
(Moo, g ~) with Moo = ffl o~ k { xo~p } l z ~ z N in the sense o f  Lemma 3.3, where ~I  oo is 
a generalized topological orbifold such that goo can be extended to be a C~ on 
ffl oo described as above. 

The differential structure on Moo can be extended to ~r~o and the extension may 
not be unique. But there is at most one with which the metric goo on Moo can be 
extended smoothly to M~. In next section, we will prove that there is such an 
extension by using Uhlenbeck's theory of removing singularities of Yang-Mills 
connections. We would like to point out that Proposition 3.2 also holds for 
a sequence of real 4-dimension Einstein manifolds as claimed and proved in [An] 
and [Na]. We refer readers to these papers. 

4. Removing isolated singularities of Kiihler-Einstein metrics 

In [Uhl],  K. Uhlenbeck invented a beautiful theory of removing isolated singular- 
ities of Yang-Mill connections on real 4-dimensional manifolds. The purpose of 
this section is to apply this theory of Uhlenbeck to the K~hler-Einstein metric g~ 
on Moo constructed in the last section and prove that go~ can be smoothly extended 
to the generalized topological orbifold M~ with some differential structure (cf. 
Proposition 3.2 for details). The latter/~o~ is considered as a compactification of 
Moo and the complement )~oo\M| consists of finitely many points {x~p}l _-<B_-< u. 

Let Ucj be any connected component in Ur < fl < N, 1 < j < lp), 
where Up is a small neighborhood of x~oo in 2~o~. Recall that each Uaj is covered by 
A* in C z with the covering group Fpj isomorphic to a finite group in U(2) and 
n~jgo~ extends to a C~ on the ball Ar with the estimate (3.21). The smooth 
extension of goo to -M~o is local in nature. Therefore, we may 

Fix fl a n d j  (1 _<_ fl < N, 1 < j  < 1~) and denote n ~ g ~  by g for simplicity. We 
need to construct a homeomorphism ~ of Ae into itself, such that the restriction of 
qJ to A* has its image in A* and is C| and ~*g extends smoothly across the 
origin in A*. 

The first step towards this goal is to prove the boundedness of the curvature 
tensor R(g). The proof here is identical to that for Yang-Mill connections in [Uhl]  
with some modifications. However, for reader's convenience, we include a sketched 
proof here. We will just consider A* as a real 4-dimensional manifold for being, 
where f is given in Lemma 3.6. In the proof of Lemma 3.6, we observe that by the 
definition of the metric g, we may choose the diffeomorphism ~b = ~b~j properly 
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such that  for f sufficiently small, the following estimate hold, 

II dg,a I1 ~,(x) ~ q (r(x)) r(x) ' x ~ A*, 1 <= i, j, <= 4 

d ( ~ )  (x)<<(r(x)) 
oF = r(x) 2 , x ~ A * ,  1 < i , j ,  k < 4  

d (  0 2 g i ~  (x )< e(r(x)) 
I1 \&~ROXl/Iloe = r(x)---~, x ~ A * ,  1 <_ i, j, k, l < 4 

(4.1) 

where d is the exterior differential on C z = R*, ][" Hot is the norm on T1R 4 with 

respect to the euclidean metric gF and glj = \~x~ ~xj,] for the s tandard coordin- 

ates (xl ,  x2, x3, x4) for R 4. 
Let A be the connection form uniquely associated to the metric g on A*, that  is, 

/~ = d + ,4 is the covariant  derivative with respect to g. Clearly, we can regard /T  
as a function in CI'~(A *, so(4) x R 4) for ctE(0, 1). 

The following l emma is essentially Theorem 2.8 in [Uh l ] .  

L e m m a  4.1. Let ~ be sufficiently small. Then there is a gauge transformation u in 

C~(A(r,  2r), so(4)) satisfying: if D = e-U'D "e" = d + A, then d*A = 0 on A(r, 2r), 
d~A~ = 0 on OA(r, 2r) and ~air.:rlA(Ver(x))dVg = O, where d*, d~ are the adjoint 
operators of the exterior differentials on Aft, 2r) or daft, 2r) with respect to g, 
respectively, and V F denotes the standard gradient, dV o is the volume form of g. 
Moreover, we have e2(r ) 

sup (llAllo(x)) < - -  (4.2) 
A(r,  2 r )  r 

where ~2(r) is a decreasing function on r with lim,~oe2(r ) = O. 

Proof As in [ U h l ] ,  the proof  follows from an applicat ion of Implicit  Funct ion 
Theorem.  For  reader 's  convenience, we sketch a proof  here. 

! 

By scaling, we may  take r = 1 and O = ]l (1, 2) with the scaled metric ~2g is 

sufficiently close to the flat metric gv on ~ if r is small enough. Let C2"~(0, SET *) 
be the collection of C 2' % m o o t h  covariant  symmetr ic  tensors on t2. Then for any 
h e C 2 " ( ~ ,  SET* -) sufficiently close to the zero tensor, we have a new metric 
gv + h = gh, consequently, it induces a unique so(4)-connection A n on f~. As we 

1 
have pointed out in the above (4.1), the difference of the scaled metric ~ g from OF is 

small in C2'~(~, SZT~) whenever r is small. We define operators  

Q:C2"(~,  so(4)) x C2"(~,  SZT~) ---, C~ so(4)) x C~ so(4)) 

(u, h) ~ (d*(e-"de" + e-"Ahe" ), d*~(e-"d~e" + e-"Ahq, eU)) 

. 2 , a  - C 2 ' ~ ( ~ c ~ ,  S2T~) so(4) f .  Co (f2, so(4)) x 

(u, h)--' ~ (e-"de" + e-"Ahe")(17r)dVg ~ 
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where 0 < ~ < 1, the subspace C~"(.,  -) consists of all functions orthogonal to 
constant ones (k = 0, 2), and d*, dh*~ are the adjoint operators of d, dq, with respect 
to the metric gh, respectively. 

To prove the lemma, it suffices to find a u such that (Q,f) u, ~ 9  - 9~ = O. 

One can easily check that the partial derivative of the operator (Q,f) with respect 
to u is an isomorphism at the point (0, 0), so the lemma follows from Implicit 
Function Theorem. 

Lemma 4.2. Let A be the connection for given in Lemma 4.1, then for r small, we have 

sup Ilallg(x) < Cr sup IIRAllo(x) (4.3) 
zl(r, 2r) zl(r, 2r) 

S IlAll2o(x)dVo<Cr2 S liRA lJ2(x)dVg (4.4) 
A(r, 2r) A(r, 2r) 

Proof Both (4.3) and (4.4) are invariant under scaling. So it suffices to prove the 
1 

lemma on f2 = A(1, 2) with the scaling metric ~59. By Lemma 3.6, the metric 

1 
g converge uniformly to 9v on l] as r goes to zero. Thus by the proof of Corollary 

2.9 in [Uhl ] ,  we conclude that 

2(r) = inf~ ~ - - -  f e  C 2 (  ~c'~, T/~4 (~) so(4)), d ' f=  0, = 0, 

( ! llfll~odVg ~ 

Sf(Vr(x))dV~o = 0 l 

has a uniform lower bound 2 independent of r. By the equation dA + [A, A] = 
DA = R A, where D is the covariant derivative associated to A, we have 

2 S IIAII2adVu < f I[dAll2adVo < 2 ~ IlRall2dVg + 2 ~ It[A,A]l[2dVg 
A(1, 2) A(1, 2) A(l, 2) A(a, 2) 

By the estimate on I[AJla in Lemma 4.1, the last integral is bounded by 
C~2(r)Sa(x,2~ ]JA]l~dV a for some constant C independent of r. Then (4.4) follows 
when r is sufficiently small. 

On the other hand, by Lemma 4.1 and the equation dA + [A, A] = RA, we 
have 

Ilda [Io(x) < liRa ]la(x) + Ce2(r)IJalla(x) (4.5) 

where C is some uniform constant. Then (4.3) follows easily from (4.4), (4.5) and the 
1 

fact that d*A = 0 and the scaled metric ~ 9  is close to the fiat metric ge on ~ i f r  is 

sufficiently small. 
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L e m m a  4.3. Given any 1 > 6 > 0, there is a r(6) > 0, r(6) < ~ such that 

1 
IlU(g)llg(x) ~ r - ~  on At*o) {4.6) 

Proof  The proof  is essentially same as that of  Proposi t ion 4.7 in [ U h l ] .  So we just  
r r l  r i  - 1 

sketch the proof  here. Choose a small r < ?, put r I = ~ ,  r 2 = 
5- 

r i 
2 

Let A t be the connection on A(rt, r ,_l)  given by L e m m a  4.1. Then 
d~,Aic,[od( ...... ) = O, * d~,A,_~,]o~( ....... ) =  0, it follows that  the restrictions A,o and 
A,_~ ,  to 0A .... are distinct by a constant  gauge on OA~._. So we may  assume 
that  Ai~[o~, . = Ai-l~,[~.  ,. Put Qi = A(r i, ri-~), then we have 

[[RA, I[2 dVh = ~ (dA,  + [A,,  A,] ,  RA,)odVo 

= ~ (D,A,  - [A,,  At]  , R a , ) g d V  o (4.7), 

= -- ~ ([A, ,  A,], Ra,)gdVg - ~ (A, ,  D*Ra,)odVg 
t2, t2, 

-- ~ (Ai~,, (RA,),~,)gda o + ~ (Aiq,, (Ra,)r~,)gdag 
S, S,_ 

where D i = d + A t, S, = OAr, and d~r is the induced volume form on S t, St-1, etc. 
Because the metric g is Einstein and A, is equivalent to ,4 by gauge transformation,  
we have D*RA, = 0. On the other hand, by (4.1) and L e m m a  4.1, one can easily 

Ce 2 (r (x)) C~ 2 (r (x)) 
show that  [[A/[[o(x) < r(x) ' lIRA` []~ < r(x) z for some constant  C inde- 

pendent  of i and x in s Thus by summing equations (4.7), over i > 1 and observing 
that  (Ra,), ,  = (EA..,),, on S,, we obtain 

IlR(g)ll~dVg = 
A, i= 1 

IlU(g)ll~dVo 
Q, 

= S lIRA, i' .dVo 
i = 1  Q, 

= -- ~ I (Ra. ,  [Ai, A i ] )odV o + I (AI~,,(RA,)rO)odVo 
i = 1 O, OA, 

By L e m m a  4.2 and the previous estimate on I]RA IIo(x), we have 

I (Ra, ,  [At, A i ] ) o d V  o < C'sup(IfRA, IIo(X))I []AI[lZdVo 
O, O, O, 

(4.8) 

< C~2(ri) S lIRA, []2dVg 
O, 

where C, C' are some constants  independent  of i. 

(4.9) 
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. y L e m m a  36. one can see t at conver+euni ormlyon,*3,+,.,e 

the unit sphere with the standard metric. Then by the proof of corollary 2.6 in 
[Uhl ] ,  one can find a decreasing function #(r) on r with limr,oe'(r) = 0 such that 

S [lAlo[lgdVo __<(2-g(r ) ) -2rZS I[(FA,)Ou, llEodVo (4.10) 
c~A r (~A r 

Combining (4.8), (4.9) and (4.10), we have 

z "~x/2 
[[R(9)H2odVo <= (2 -- e'(r))-l(1 + CeE(r))r ~ [[(RA,)oq,[[odVoJ 

zl r \OAr / 

( !  " ( R a l ) r o [ ' 2 d v o ) l / 2  < (2 + e,(r))-l(l + Ce2(r))r ~ ,[R(g),]2dV ~ 
e , = 2 OA, 

whenever r(b) is sufficiently small and r < r(6). 
Then it is standard to conclude from above inequality that 

[[R(o)HZodVo < r 4-~ for r < r(6) (4.11) 
At 

The estimate (4.6) follows from (4.11) and the fact that g is Einstein and close to the 
flat metric on &.  

With help of Lemma 4.3, we can now regularize the extension of the metric 
9 across the origin in A~ c C 2. 

Lemma 4.4. Let 9, Ar OF have the meanings as above. Then if f is sufficiently small, 
there is a self-diffeomorphism 0 of  A* such that ~ extends to be a homeomorphism of 
Ae and 

3 

11~'9 -  9vllov(x) < r(x)~ x~ A* (4.12) 
1 

IId(tP*O)ll,qF(X) < r(x)g x e  A* (4.13) 

Proof We first construct $r with properties analogous to (4.12) and (4.13) in the 
annulus A((a2 - e)r, (~z + e)r) for some small e > 0 independent of t .  By scaling, we 

1 
may construct ~ on A(z a - e, ~ + e) c (2 = A(1, 2) with metric ~sg, still denoted by 

9 for simplicity. Then by previous lemma, if r < ? is small, we have 

7 

sup([lR(g)lla(x)) < r~ (4.14) 

and also supa{ IlR(o)]lo(x)} < ~', where e' can be very small if we want. 
For  any point x ~ OA~, using the harmonic coordinates constructed in [Jo], one 

can find a diffeomorphism $x from the euclidean ball B�88 into (2 such that 
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Ox(B�88 is very close to B�88 in Hausdorff  distance and 

7 

sup{ll~b*g -- gfl]gv(Y), IldO*gllgv(y)ly~B�88 < era (4.15) 

where C is a constant independent of r and x. 
Our  Or is obtained by gluing finitely many Ox,(XleOA3). We just sketch this 

gluing process here. Let (Yl,Y2, Ya, Y4) be the euclidean coordinates, then 

c~A3={ ( y 1 2  . . . .  'Y4)}[X/~i 1]Yil2=~}" For  a n y f i x e d  a, b with a 2 + b 2 < 4 ~ , w e  

choose finitely many points x I . . . . .  x N on the circle S(a, b) c ~?A3 consisting of all 

points (Yl, Y2, Y3, Y4) with (Y3, Y4) = (a, b) given above, such that 
B�88 c~ B�88 = ~ if [i - j[ > 1 and the union of B�88 _< i _< N) contains the 

neighborhood B~8(S(a, b)) of S(a, b). Note  that the number N of {x~} is bounded 

independent of(y3, Y4) and r. Now we glue 0x,, - - �9 0.~ together as in the proof  of 
Lemma 3.6 and obtain a diffeomorphism 0t,, b) from B~(S(a, b)) into f2 such that the 

estimate (4.15) holds for this diffeomorphism on B~(S(a, b)). Note  that the constant 

C may be different, but  still independent of r. Next, fix b < �88 choose a~ . . . . .  aN, 

s u c h  that a 1 = - -  X / 9  - -  b 2 < a 2 < . . .  < aN, = x/9 - b 2 a n d  

B~(O, O, a 1, b) ~ B~(S(a 2, b)) = ~ for j > 3; B~(S(a~, b)) c~ B~(S(aj, b)) = ~ for 

li - Jl > 2; B~(S(aj, b)) c~ B�88 0, an,, b) = ~ for j  < N - 2, also the union of them 

covers the neighborhood B~(S(b)) of S(b)= {(y~, Y2, Y3, Y4)~OA3Iy4 = b}. Then 

we glue Olo.o,,,,.h>, 0~0.~ ..... b) and those 0t~,,b)(2 --< i --< N -- 1) construct in step one to 
obtain a diffeomorphism 0b from B~(S(b)) into f2 such that (4.15) holds for Ob on 

B~(s(b)). Finally, we choose finitely many points ba . . . . .  bu,, in the interval 

[ - 2 ~, 2 ~] and repeat the above gluing process for B�88 0, 0, - ~2)), B�88 0, 0, 2~)) 

and Bl~(bi) for 2 < i < N" - 1. We then have the diffeomorphism ~,, from A (a~-~2, ~ )  

A (~r ,  ~ r )  into into f2. By scaling, we may consider ~r as a diffeomorphism from 47 
f2 such that the image contains A((~  + g(r))r, (~2 - g(r))r) in co and 

sup IllP*g - gFl]vr(x), I[dO*g I[ov(x)lxeA -j~r, ~ r  < Cr~ (4.16) 

where g (r) is a decreasing function with limroo g (r) = 0. 
Now let rx = ~, ri+~ = ~r~ for i > 1. We have constructed diffeomorphisms 0i 

from A(~gr~, rg) into f2 with properties described above. Then the required ff is 
obtained by gluing these 0~ properly as in the proof  of Lemma 3.6. The estimates 
(4.12) and (4.13) follows from (4.16) if ? is sufficiently small. 

Lemma 4.5. Let g, A~ be as in Lemma 4.4. Then there is a diffeomorphism ~ from 
A* into A* such that ~*g extends to be a C~-metric on A~. Moreover, if J is the 
almost complex structure on A* such that g is Kfihler with respect to J, then 
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(t~- 1), o j o~,  extends to be an integrable almost complex structure on Ae such that 
~b,g is Kfihler-Einstein with respect to it. 

Proof By Lemma (4.4), we may assume 
3 1 

IIg - gellgF(x) < r(x)~, Ildgrlar(x) < r(x) ~ on A* (4.17) 

Then g is a Cl'~-metric on Ae. Let x 1 . . . . .  x 4 be the euclidean coordinate 
functions on A~ and 

IAoxil(x) < Cr(x) 1/2, x~Ae (4.18) 

where A o is the Laplacian of the metric g and C is a constant independent of x, ~. 
Solving Dirichlet problems for kl, 

Aok i = - Aox i on A e 
kiloa.-= 6i (4.19) 

where 6~ are constants of order O(? +) such that k~(0) = 0. By the standard elliptic 
theory [GT],  we have C 2' �89 kl of (4.19) such that supj._(ll dkl Ilor) = O(~ ~). 
It follows that (Ix . . . . .  14), where I i = xi - k~, is a harmonic coordinate system in 
Ae with respect to the metric g when f is sufficiently small. Let O:Ae ~ A2e be the 
diffeomorpbism by mapping (x 1 . . . . .  x4) to (lx(x) . . . . .  14(x)) and {go} be the 
tensor representing the metric 0*g. Then {gq} are Cl'~-smooth and as in [KT], 
the Einstein condition on g implies 

1-2 o"" 2,,~ ~ + lower order term = - gij on A~ (4.20) 

By elliptic regularity theory [GT],  we conclude that {go} are C~-smooth. In fact, 
{go} are real analytic. Now it is clear that O,~o J o O. is extendable and 0*g is 
a K/ihler-Einstein metric with respect to the extended complex structure on A~. 

Recall that .M~ is obtained by adding finitely many points to the limit (Moo, g| 
of the sequence of K/ihler-Einstein manifolds {(M~, gi)} in Lemma 3.3. Summariz- 
ing the above discussions and using Proposition 3.2, we have actually proved that 
the compactification Moo of (Moo, goo) has the properties: for any added point 
x~ e )ffl| \Moo, there is a neighbourhood U of xoo in 1~o~ such that any connected 
component Uj of U u Moo is covered by a punctured ball A* in C 2 with the 
covering group isomorphic to a finite group in U(2). Moreover, if n~:A* ~ U~ is the 
covering map, then rr*goo extends to be a K/ihler-Einstein metric on Ae in C 2 with 
respect to the standard complex structure. Therefore, we have 

Proposition 4.2. Let {(M i, gi) } be the sequence of compact Kfihler-Einstein manifolds 
given at beginning of this section. Then by taking a subsequence if necessary, we may 
assume that ( M i, gi) converge to a K fihler-Einstein manifold (Moo \ Sing(Moo), g oo) in 
the sense of Lemma 3.3, where (Moo, g~) is a connected Kiihler-Einstein orbifold 
(maybe reducible) and Sing(Moo) is the finite set of singular points of Moo. 

Here a complex orbifold is defined in the general sense as described before this 
proposition. Moreover, from now on, we will say that the sequence of K/ihler- 
Einstein manifolds converge to a K/ihler-Einstein orbifold (M| goo) if the con- 
clusion in the above proposition is true for {(M~, g~)}. 
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5. Application of L2-estimate for ~-operators on Kffhler-Einstein orbifolds 

Let {(M i, gi)}~ ~1 be a sequence of K~ihler-Einstein surfaces in 3,  with Ric(g~) = to~. 
In previous two sections, it is proved that some subsequence of {(M~,gg)},~_~ 
converge to a K~hler-Einstein orbifold (Mo~, goo) in the sense of Proposition 4.2. In 
this section, we will apply L2-estimate for ~-operators to studying the properties of 
this limiting orbifold Moo. We will prove that the plurianticanonical group 
H~ K;t. m) converge to H~ K;t~) for any integer m > 0 a s  (Mi, gi) converge 
to (Moo, goo) and Moo is an irreducible normal surface with only rational double 
points and some special Hirzebruch-Jung singularities as singular points (cf. 
[BPV]). 

We first recall the definition of a line bundle on Moo (cf. [Bali). 

Definition 5.1. A line bundle on the complex orbifold Moo is a line bundle L on the 
regular part Moo \ Sing(M~) such that for each local uniformization np: Up ~ Moo 
of a singular point p, the pull-back n*L on t)p\n~ 1 (p) can be extended to the whole 

On the K~ihler-Einstein orbifold Moo, we have natural line bundles in the sence 
of Definition 5.1 such as pluricanonical line bundles K~t~ and plurianticanonical 
line bundles K~t~(m~Z+). A global section of K~t7 is an element in 
H~ \ Sing(M~), K~7). Let H~ KMT) denote the linear space of all these 
global sections of KM~. Note that the metric goo induces natural hermitian orbifold 
metrics h~ on KM~. 

Lemma 5.1. Let {(M/, gi)} be the sequence of K~hler-Einstein surfaces given at the 
beginning of this section and S i be a global holomorphic section in H~ K~, m) with 
SM, i 2 IIS [Ig, dVg, = 1, where m is a fixed positive integer. Then there is a subsequence {ik ) 
of {i} such that the sections S i~ converge to a global holomorphic section S ~ in 
H~ ( M oo , K ~ ? ). In particular, if{S t }0 <_ ~ ~ N. is an orthonormal basis of H~ ( M i, K ;~  ) 
with respect to the induced inner product by gi, then by taking a subsequence, we may 
assume that {S~}0~<B~N, converge to an orthonormal basis of a subspace in 
H~ K;~?), where Nm + 1 = dimcH~ K~'~). 

Remark. Before we prove this lemma, we should justify the meaning of the 
convergence of {S ~} in the above lemma since these sections are no longer on 
a same K/ihler manifold. Recall that Lemma 3.3 says: for any compact subset 
K c Moo \ Sing(Moo), there are diffeomorphisms ~i from compact subsets K i ~ M i 
onto K such that (r i and r  oJio(r converge to go~ and Joo on K, 
respectively. Now with r as above, we can push the sections S ~ down to the 

sections r i) of t~m(A2(TcM ~ T~M)) on K. The convergence in Lemma 5.1 
means that for any compact subset K of M~\Sing(Moo) and t~ as above, the 
sections r ~) converge to a section S ~ of K~,~ on K in C~-topology. Note that 
the limit Soo is automatically holomorphic. 

Proof of Lemma 5.1. Let d i be the laplacian of  the metric g~, then by a direct 
computation, we have 

A,([IS~]12,)(x) = I[DgS'][2,(x)- 2fn[IS'l[2,(x) (5.1) 
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where D i is the covariant derivative with respct to gl. Since SM, Ilaill 2,(x)dVo, = 1, by 
Lemma 3.1 and applying Moser's iteration to (5.1), there is a constant C(m) 
depending only on m such that 

sup(ll S' II 2 (x)) ~ C(m) (5.2) 
Mi 

Let K be a compact subset in M~ \Sing(M~) and ~b i be diffeomorphism from 
K i onto K as in the above remark. To prove the lemma, it suffices to show (*): for 
any integer l > 0, the I th convariant derivatives of ~bi.(S ~) with respect to g~ are 
bounded in K by a constant C; depending only on l and K. There is a r > 0, 
depending only on K, such that for any point x in K i, the geodesic ball Br(x, g~) is 
uniformly biholomorphic to an open subset in C 2. On each Br(X, g~), the section S~ 
is represented by a holomorphic function f~.x. By (5.1), the function J~,x are 
uniformly bounded. Therefore, by the well-known Cauchy integral formula, one 
can easily prove that at x the I th covariant derivative of S i are uniformly bounded 
by a constant depending only on l, K. It follows (*) since (qS~-l)*gi uniformly 
converge to go~ in K. The lemma is proved. 

Remark. One can easily prove the existence of hermitian orbifold metrics on a line 
bundle as above by unit partition. The following proposition can be easily proved 
by modifying the proof of ( [Ho] p. 92, Theorem 4.4.1) with the use of the 
Bochner-Kodaira Laplacian formula (see e.g. [KM]). 

Proposition 5.1. Suppose that (X, g) be a complete K•hler orbifold of complex 
dimension n, L be a line bundle on X with the hermitian orbifold metric h, and ~ be 
a function on X, which can be approximated by a decreasing sequence of smooth 
function {~kt} 1 __<l< +~. If, for any tangent vector v of type (1, O) at any point of X and 
for each l, 

O~-~'t + (Ric(h) + Ric(g)), v/x ~7 > Ctlvll0 2 (5.3) 
- -  g 

where C is a constant independent of [ and ( , )~  is the inner product induced by g. 
Then for any C ~ L-valued (0, 1)-form w on X with ~w = 0 and Sx Ilwll 2e-q'dVgfinite, 
there exists a C ~ L-valued function u on X such that ~u = w and 

< I S Ilwll2e-~'dVo (5.4) S llull2e-~dVg 
X 

where I1"11 is the norm induced by h and g. 

Lemma 5.2. Any section S in H~ K ~ )  is the limit of some sequence {S i} with S i 
in H~ ( M i, K ~trf ). In particular, it implies that the dimension of H~ ( M~ ,  K ~ ~ ) is same 
as that of H~ ( M i, K~I) ,  that is, plurianticanonical dimensions are invariant under the 
degeneration of Ki~hler-Einstein manifolds with positive scalar curvature. 

Proof. We may assume that SM~ [IS[lff~(x)dVg~ = 1. Let {rl} be a sequence of 
positive numbers with lim~_. ~ rl = 0 such that for each i, there is a diffeomorphism 
~b i from MI\U~= 1 B,,(xip, #i)into Mo~\Sing(M~) as given in Lemma 3.3, where 
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N is defined in Lemma 3.2 and (xir are defined in (3.14). Then 4'i satisfy (1) 
l imi .  ~ (Im(4'~)) is just Moo \Sing(M~o); (2) (4h- l)*gi uniformly converge to 9oo on 
any compact subset of M ~ \ S i n g ( M ~ )  in C~ (3) 4'i, ~176 1), con- 
verge to J~,  where J~, J~ are almost complex structures on Mi, Moo, respectively. 
Define a cut-offfunction r/: R 1 ~ R~+ satisfying: r/(t) = 0 for t < 1; r/(t) = 1 for t > 2 
and Iq'l < 1. Also let 7 h be the natural projection from the bundle 

|174 TMi) onto K ~ "  = | For  each i, we have a smooth 

section v~ = rlf P~(X)~ \ ~ r i ] "  7ti((O7l).S) of Kh,  ~ on m i, where pi(x) is a Lipschitz 

function defined by pi(x) = min~ _<~_<N{dist0,(x, xip)}. Then by the facts (2) and (3) 
above, there is a decreasing function e3(r) on r with lim,.0~3(r) = 0 such that 

N 

sup{l{c~rt,((~i-~),S)llo,(x)lxeM~\ ~ Bz~,(x,p,g~)} =< g3(ri) (5.5) 
/~=1 

. ,[vill:,,x)dVa,-11 <e3(ri) (5.6) 

where ~ is the corresponding ~--operator on M v 
By (5.5), we have 

f H~viltg,(x)dVo, 
M, 

N 

<= c'3(ri)V~ + 2 I ~-i rl "~zi((4'[ (x)dVo, 
# = 1 B4,,lx,~, g,) 

~r~Vol(Bar,(xlt3, 91))" sup { 11(4'? x) ,S II~,(x)l x �9 Mi 
t~ 

N 

\ ~ B2~.(xip, g,)} + ~3(ri)Volo,(Mi) (5.7) 

As in the proof  of Lemma 5.1, one may bound SUpMQo([[S[I~m(X)) by the constant 
C(m) in (5.2). Thus by (5.7), Volume Comparison Theorem and the convergence of 
(4'? ~)*g~ in the above fact (2), there is a constant C independent of i such that 

[IJiv ~ IlZo,(x)dVg, ~ C(r~ + g3(ri)) . (5.8) 
Mj 

Now applying Proposi t ion 5.1 i.e., L2-estimate of c~-operators, we have 
a C~  K ~ ' - v a l u e d  function u i such that 

{ c~u i = Jvi, (5.9) 

~ ilu, ll2(x)dV,,<__l ~ [ic~v, tl2(x)dV,, < C (r{ +e(r,)) (5.10) 
= m + l  , m + l  

By (5.9), the norm function I[u/112, for each i satisfies an elliptic equation 

Ai(Ilui [12,(x)) = IlD~u~ ll2,(x) - 2m [lu i ll2,(x) + 2Re(hT'(u i, d *t? ~v~))(x) (5.11) 
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where ~7" is the adjoint opera tor  of J~ on K~7'-valued function with respect to gi- 
As in (5.5), we also have 

sup{lla*Jivil[~,(x)]x~Mi\B4r,(xla, g i ) } ~ O  as i ~ o o  (5.12) 

Combining  (5.9) and (5.10), we see that  u~ converge uniformly to zero in the sense of 
the remark  after L e m m a  5.1 as i goes to infinity. Put  

S ' (x )  = ( v , ( x )  - u,(x)) x (5.13) 
z 

Then {S i} is the required sequence. 

L e m m a  5.3. Let {(M~, g;)} and (M~, g~) be given in Proposition 4.2. For each 
integer m > O, we have othonormal bases {S~p}os ~s N, (resp. {S~p}) of H~ ( M i, K ~ ~ ) 
(resp. H ~ (M~, K ~ ) ) .  Then 

i 2 2 (5.14) lim inf ItS..pllg,(x > inf IIS~pllgo~(x 
i ~ o o \ M i  k/~=O M~ kfl=O 

Proof By direct computa t ions ,  we have 

A,(IID, S~a II~,)(x) = IlD,D,S~a II~,(x) - (4m - 1)[I D,S~a llo2,(x) (5.15) 

where A i (resp. D~) is laplacian (resp. covariant  derivative) with respect to g~. Then 
by (5.1), L e m m a  2.1 and s tandard  Moser 's  iteration, there is a constant  C'(m) 
depending only on m such that  

sup{llO,S~all~,(x)lO < ~ <= N m, x 6 M , }  < C'(m) . (5.16) 

Combining  it with (5.2), we conclude that the first derivatives of ~r o II Smp~ II ~,2 (x) 
are uniformly bounded  independent  of i. Then (5.14) follows f rom this and L e m m a  
5.1, 5.2. 

As a corollary of  this lemma,  we have the following weak partial  C~ 
of the solution of (1.1)t. 

Theorem 5.1. There are a universal integer m o > 0 and a universal constant C > 0 
such that for any Kfihler-Einstein surface (M', g') in 3,(5 < n < 8), we have 

I]S , > C > 0  (5.17) 
# 

where N,, + 1 is the complex dimension of H~  ', K~r "~ and {S~}0__<a__<N is an 
orthonormal basis of H~  ', K~,  r"~ with respect to the inner product induced by g'. 

Proof It  suffices to prove that  for any sequence of K/ihler-Einstein surface 
{(Mi, gi)} converging to a K/ihler-Einstein orbifold (M~o, goo) in the sense of 
Proposi t ion  4.2, there are m o > 0 and C > 0 such that  (5.17) holds for these (M~, g~). 
By L e m m a  5.3, it is sufficient to find a large m such that  

inf IlS~rll2(x)lx~M~ > 0 (5.18) 
k~,=0 
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where {S.,~}, N,, are given as in Lemma 5.3. It is equivalent to that for any point 
x in Moo, there is a holomorphic global section S in H ~  K ~ )  such that 
S(x) # O. The latter can be achieved by the application of L2-estimate (Proposition 
5.1) as follows. Let x~l  . . . . .  xooN be the singular points of Moo. There is a small 
positive number r independent of fl such that for any xooa in Moo, the closure of 
each connected component in B,(xoop, goo)\ {xooa } is locally uniformized by a neigh- 
borhood ~p~(1 < j < lp) of the origin o in C 2 with finite uniformization group Fa. 
Let npj:Upj~B,(xoo~,goo) be the natural projection with npj(o)=xoop, and 
q = I~<=a<=u(l-[~<=j<=R, qaj), where qpj is the order of the finite group Fat. Let 
m = pq. We will choose p later. We may take r to be sufficiently small such that the 
function pfl = dist(., xool) 2 is smooth on B,(xooa, goo)\{xoop} for any ft. Now fix 
a xooa and ~Tpj. 

Let (zl, z2) be a coordinate system on [Ta~, define an n-anticanonical section 
v by 

u ( y )  ~ a ^ (y), y~LTtj j �9 

By the definition of q, we have v(o) # O. Let r/:R a ~ R~+ be a cut-off function such 
/ A  t~N 

r/(t) = 1 f o r t <  1; r/(t)= 0 f o r t >  2. Ir/'(t)l < 1. Then w = r / (~ - ) (na~) . (v  p) that is 
\ / 

a C~176 section of the line bundle K ~ .  Choose a large p depending only on 
r such that for tangent vector v of type (1, 0), 

O~ 8r/ log  + ~ o ~ 0 o o ,  v ^ ~ ->_ IlvlI~o~ �9 (5.19) 
x / -  1 go~ 

Applying Proposition 5.1, we obtain a Coo smooth K ~ - v a l u e d  function u satisfy- 
ing c~u = ~w and 

S Ilull2~e-8nl~ oo < S IIc~w ll2ooe-snl~ oo < + 0o .  
MOO 

It follows that the pull-back rc~'ju of u vanishes up to order 3 at the origin in 
Ua~. = C 2. Put 

W D U  
s ~  = 1 (5.20) 

,,w_ 

>0 .  

then Saj ~ H~ K~oo) and inf0,~ {rt~'j II S~j Ilooo ix)) > 0, By the same arguments as 
in the proof of Lemma 5.3, one can bound the first derivatives of these Saj by 
a uniform constant. So if r is taken sufficiently small, we have 

inf ~ 2 IlSr.~llgoo(x)lxeB.(xoop, g| ! < fl < Nm 
k 7 = O  

> inf{llSoill2oo(x)lxEztafl~aj), 1 < fl < N,., 1 < j  ~ la} 
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For any point x in M ~ \ U f =  1B,(x~p, g~), define p~ = dist(., X) 2. As above, 
applying Proposition 5.1 to K ~ - v a l u e d  ~-equation with the weight function 

/ A  \ / \ 

8q(~2~) log ( r~ ) ,  one can easily construct a holomorphic section S~ in 
\ - - I \ - - i  

H~ K~t~) such that S~(x):~ O. Thus the inequality (5.18) is proved. So is 
Theorem 5.1. 

Proposition 5.2. The Kfihler-Einstein orbifold (M~, g~) in Proposition 4.2 is locally 
irreducible, that is, for any r > 0 and any point x in Moo, the punctured ball 
B,(x, g~)\ {x} is connected. In particular, the orbifold M~ is irreducible. 

Proof It suffices to check the local irreducibility at a singular point x, say x = x ~ ,  
in M~. Suppose that M~ is not locally irreducible at x = x~a, then we have open 
subsets U~ ~ . . . . .  t_7~z, (l~ > 2) uniforming the closures of the connected compon- 
ents in B~(x, g~)\{x}. In the above proof of Theorem 5.1, we construct a S in 
H~ ) for m = m o such that it can be decomposed into v + u in 
B2(x, g~)\{x}. Both v, u are holomorphic in B2(xo~, g~) \{x~l  } and satisfy (1) 

v = 0 on nlj(L71~)( j > 2), and inf{llv(y)ll lyerq l (u~l ) )  > e' > 0; (2) 
Ilul$oo~(y) _-< Cdist(y, Xl) 4 for a constant C. In particular, it implies that for any 

C' 
sufficient small r' > 0, we have a uniform lower bound ~ of the oscillation, 

C ~ 
co,,(S, vo~) -- sup{I IIS It oo~(Y) - IIStlo~ (z)ll y ,  z e o n , , ( x a ,  g~)} > 

By Lemma 5.2, there is a sequence {S ~} with S ~ in H~ K ~ )  such that S ~ 
converge to S as M~ converge to Moo. Then for any fixed small r', 

C r 

lim og~,(S', g~) = cor,(S, g~) > ~ .  (5.21) 
i ~ o o  

On the other hand, in the proof of Lemma 5.3, we proved that there is a constant 
C(m) depending only on m, such that 

sup(tl ~(llSall0.)ltg.) ~ C(m). 
M i 

It follows that o~r,(S', gi) < 2C(m)r'. It certainly contradicts to (5.21) when r' is 
sufficiently small. So Mo~ is locally irreducible at x~ ~, similarly at xo~j (2 < j < 11). 
The proposition is proved. 

Remark. Let xi~Mi(1 < fl <_ N) be given in (3.14), and Br(xip, gi) be the universal 
covering of the ball B,(x~p, g~) in M i. Then, as Proposition 4.2, for any fixed fl, these 
/~(xip;gi) converge to an open K/ihler-Einstein orbifold /~o~(r). The above 
arguments also prove that this/~o (r) is locally irreducible, in particular irreducible. 
As a consequence, it implies that OB,(xia, gi) is connected if r is small and the 
fundamental group it I (B,(xip, gl)) is a quotient group of rq(t3Br(xl p, gi)) by some 
normal subgroups. 

Now we come to study the singularities {X| of the K/ihler-Einstein 
orbifold (Mo~, g~) in Proposition 4.2, where N is given as in Lemma 3.2. Precisely, 
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we want  to make  reduction of those local uniformization groups Fo for 

Choose a small f > 0, such that  for any fl between 1 and N, the baHBe(x~ a, goo) 
is geodesically convex and is locally uniformized by an open subset U a in C 2 with 
the local uniformization group F a. We identify F a with the induced action of F a 
on To/.7 a, where o is the preimage of Xooa under the natural  projection 
ha: U a ~ Be(x~a, g~). Then F a can be considered as a finite subgroup in U(2). 
Let {rl} be a decreasing sequence with limi_~org = 0, they by Proposi t ion 4.2, 
there are diffeomorphisms q5 i f rom M i / U ~ = ,  B2,,(x~o, g~) and (~bi-1)*gi converge 

pointwisely to g~ in C~- topology.  We may  assume that  all r~ < ~. 

Fix a singular point x = x~p, say fl = 1 for simplicity, we define S,(i) to be 
q~[- l(OB,(x, g~)) for 2r i -< r _< ~'. Then each Sr(i ) is isomorphic  to a generalized lens 
space S3/F with F = F 1 and covers a domain  B,(i) such that B,(i) converge to 
B~(x, goo) as i goes to infinity in the sense of Proposi t ion 4.2. By taking ~ smaller, we 
may  assume that  each B~(i) is geodesically convex. As mentioned in the above 
remark,  by the same proof  as that  for Theorem 5.1, one can prove that  for any r > 0 
and i, the fundamental  group nx(B,(i)) is the quotient  group of F~ by its normal  
subgroup. In particular,  the group n,(B~(i)) is a finite group with its order uni- 
formly bounded.  We may  assume that the orders of these n~ (B,(i)) are all same. 

L e m m a  5.4. Let pr i :B~( i )~  B~(i) be the universal covering and O i = pr ig  i. Then 
(Be(i), g i) converge to an open Kfthler-Einstein orbifold (B~( ~ ), ~) in the sense of  
Proposition 4.2. Moreover, there is a natural projection p, :Br ~ B~(x, go ) o f  
order # n, (Be (i)) and # o~ * and Be ( ~ ) has a rational double point as the only -= Prigs" 
singular point. 

Proof. The convergence of {(/3e(i), ~ ) }  follows from Proposi t ion  4.2 and the 
definitions of/3e(i) and/~e(i). It  is clear that /~e(oo)  has only one singular point. So 
it suffices to prove that this singular point is a rat ional  double point. By Theorem 
5.1, we have holomorphic  sections S i in H~ K~m, ~ such that  when r > 0 is 
sufficiently small, there is a positive number  c > 0, 

0 < c < IISil[~,(x) < 1 for xeB, ( i )  (5.21) 

Then each pr*S ~ is a ho lomorphic  mo-anticanonical  section on /~e(i). Since the 
preimage (p~,)-l(B~(i)) is simply-connected,  the rag-root of  p*S i exists as a holo- 
morphic  anticanonical  section on ((pri)-'(B,(i)), denoted by S ~. Then 

1 

0 < crag < II~qill~.(x) < 1 for xe(pr,)-~(B,(i)) (5.22) 

By (5.22), we may  assume that  ffl converge to a nonvanishing holomorphic  
anticanonical  section ff in ( p ~ ) - l ( B , ( x ,  go~)). The local uniformization U, of x in 
Moo is also the one for (Pr~) - ~ (X) in B e ( go ), and we have the following commuta t ive  
diagram, ~, 

B~(x, g~)  
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Let F'  be the local uniformization group of  (pro~)-l(x) in /~e(~). Then ~* g is 
a F'-invariant holomorphic anticanonical section on ~zi-~(B,(x, 9oo)) ~ U1. Since 
f f * g 4  0, the induced action of F' on A2(TotY~) is trivial. This means that F'  is 
a finite group in SU(2) if we identify F '  with its induced group on Tory ~ ~- C 2. So 
the singular point p7~ ~ (x) is a rational double point. The lemma is proved. 

Lemma 5.5. The induced 9roup of F on To U 1 ~ C2 is either a finite subgroup in 
SU(2) or one of the followin9 cyclic 9roup Zz, p,q defined as follows, where p, q are 
coprime, let (z 1, z2) be the euclidean coordinates in C 2, define 

tTl, p ,q :C  2 ~ C 2, 

aZ, p,q((zl, z2)) = t e  l p ~ Z l ,  e - -  

then Z~,p,q is 9enerated by a~,p,q. 

2nx~ + 2nq pXpXpX~ - l  ) 
lp 2 Z2 

Proof Let q~ be the diffeomorphisms given before Lemma 5.4. There is a decreas- 
ing sequence {el}~>__l with lim~_,~ ~i = 0 such that 

sup { II(q~? ~)*g~- o~o [lo=(y), Ilok(qbi-~)*(O,)llo=(Y)} ~ ~,. 
1Ak<5 

y~ M~ \ UL, B~(x| o~) 
1 

where D is the covariant derivative with respect to 9oo. Put ~ = ~ .  Then 

(5.23) 

sup {ll(q~E 1)*(/~,g,) -/z,go~ IJ,,a~(y). jlDk(q~E1)*(Ihg,)JP,,g~(Y)} <= e, 
lZk~_N 

ye Be(x, O~)\ Bri(X, O~) (5.24) 

where D u is the covariant derivative with respect to g~. Since the curvature tensor 
R(g~) ofgoo is uniformly bounded on Moo, the dilated manifolds (Be(x, g~), thg~) 
converge to the flat c o n e  C2/F1 with complete flat metric ge. So it follows from 
(5.23) that (B~ (i), #ig~) converge to  (C2/-F1, gr). Similarly, the K/ihler-Einstein mani- 
folds (Be(i), #ipr*gi) converge to the c o n e  (C2/F ', gF) with F'  c SU(2). The funda- 
mental groups hi(Be(/)) can be regarded as the finite isometry groups on/~e(i). 
Then the actions of these 7zl(B~(i)) converge to the linear action of F = F1/F' on 
C2/F '. Note that F '  is a normal subgroup of F. 

It is classical result by Klein that C2/F ' is one of the following normal 
hypersrfaces in C 3 with euclidean coordinates (wl, w 2, w3), 

A,_l(n > 2): w lw 3 + w~ = 0 or w 2 + w 2 + w 2 = 0 

D.(n > 4): w 2 + w2(w 2 + w"2 -1) = 0 

E6: w~ + w 3 + w2" = 0 

ET: w~ + wl(w~ + w3,) = 0 

E 8: w~ + w 3 + w25 = 0 (5.25) 
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Claim 1. The finite g roup /~  has a faithful representat ion in SL(3, C) such that the 
action of f on C2/F  ' coincides with its restriction to the hypersurface correspond-  
ing to C2/F '. 

Although this claim should be the special case of a more  general theorem, we 
give an elementary proof  here. 

As before, let (z x, z2) be the euclidean coordinates of C 2. Let Cr,[Z 1, z2] be the 
algebra of all U- invar ian t  polynomials  in C [ z ~ , z z ] .  Then the result of Klein 
actually says that  Cr,[Zl,  z2 ] is generated by three homogeneous  polynomials,  i.e. 
induced ones by restriction to C z / F  ' of coordinates w~ on C a. We still denote them 
by % ,  w 2, w 3. Since F '  is a normal  subgroup  of F, any ~r~F preserves the 
subalgebra Cr, [z l, z2 ] of the polynomial  algebra C [z t , z 23. Thus F has a ho lomor-  
phic action on C 3 with its restriction to C2/F  equal to the original action of F. We 
need to prove that  this induced action a* on C 3 is linear. By the explicit forms of 
the defining polynomials  in (5.25), one can easily prove that as polynomials  of 
(zl,z2), 

deg(w2) < deg(wl) < deg(w3)deg(w3) < 2deg(w~ ) (5.26) 

If deg(w3) = deg(w2), then a*w~ is a linear combinat ion  of % ,  w z and w 3 for any 
a E F .  Thus we may  assume that  deg(w3) > deg(w2). If deg(w 1) = deg(w2), then for 
any 0 ~ F, 0" w i depends linearly on w 1 , w z for any i = 1, 2. On the other  hand, 0" w 3 
can not contain % ,  w 2 since o* preserves the defining equations in (5.25), so 0* is 
linear. If deg(w 1 ) < deg(w 3), then by the second inequality in (5.26), the polynomial  
o*(w3) does not depend on w I and a*(w 0 does not depend on w 3 for i = 1, 2. Thus 
by the fact that  o* preserves one of the equations in (5.25), one can easily see that  
a*(wf l  = 2jwj for some constants  2j (j = 1, 2, 3), in particular, the action of F is 
linear. The final case is that  d e g ( % )  = deg(w3), deg(w 2) < deg(w3). In this case, the 
group  F '  is of type A, (n  > 2), i.e., the hypersurface CZ/F ' is defined by A,-type 
polynomials  in (5.25). Then wa = z], w z = z l z  z, w 3 = z"2. By the F ' - invariance of 
a*wj,  one can easily prove that  0" is linear. The faithfulness can be easily proved. 
The claim is proved. 

Note  that  F '  is the subgroup of F consisting of all elements with determinant  
one, so f = F / F '  is a cyclic group. Let o be one of its generators.  By the above 
p roof  of Cla iml ,  we actually proved that  the induced action 0* on C 3 is diagonal  
except that  F '  is of type A 1. But if F '  is of type A 1, all w~ have the same degree on 
(z 1, z2), so by a linear t ransformat ion of(w 1 , w 2, w3), we may  also assume that the 
action of F is a diagonal  and the defining equat ion of C2/F ' is of form given in 
(5.25). 

Write a = diag e , e , e , where e = e ~ 7 - - .  Consider the 

representat ion of F in S ' e  C* defined as follows: 

p : z ~ F - ~ d e t ( z ) ~ S  t c C* 

where the determinant  is taken with respect to (zl, z2). Then ker(p)  = F '  and the 
induced representat ion of p on F / F '  is faithful. We still denote it by p. We may  

- = w  O d "]~J assume that  p(o) ^ = e p ~ ^~-~z2" So u~ J ~ ^ ff~z2] 
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-PJ C2/F,. (j = 1, 2, 3) are F-invariant holomorphic local sections of Kc:/r, on 
Let ~b~ be the diffeomorphisms as those at the beginning of this proof. Put 

PI(Y) = P~ ~ ~i(Y), where Po~ is the square of the standard distance function on C 2. 
Then for i sufficiently large, the function p~ is plurisubharmonic on B4~(i)/B4r,(i), 
and these p~ converge to Po~. 

As in the proof of Lemma 5.3, we let ~g be the ~-operator associated to M~ and 

n i be the projection from | • TM~)) onto K~, p'. Define 

where tl is a cut-off function on R 1 with ~/(t) = 0 for t < 1 and q(t) = 1 for t > 1, 
Iq'(t)l < 1. Let 0 be an increasing function on ( - o% 4) such that 0(t) = 0 for t < 1 
and 0(t) goes to + o0 very fast as t --* 4. As in the proof of Lemma 5.3, we apply 
L2-estimate of ~-operators with weight function 0op~ (Proposition 5.1) to the 
equations ~i u = vii on ~b71 (B2,/~,(X~l, g~o)) u B4r,(i) and obtain local holomorphic 

anticanonical sections uij on (B/~,(i), ~g~) (j = 1, 2, 3) such that u~j converge to uj as 

(B #,(i), i~ig~) converge to ({P~o < 1 }, gF) c (C2/F, gr). Recall that 

pri:B,/~(i ) ~ B./~,(i) are universal coverings and there are nonvanishing holomor- 

phic sections Si of Ki)0 (cf. the proof of Lemma 5.4). Without losing generality, we 
0 ~ 

may assume that S~ converge to ~ / x  ~ on C2/F ' as i goes to infinity. Thus the 

holomorphic functions wij = pr*(uij)/(si) pj on (/~/~,(i), t~igi) converge to wj on 
C2/F '. 

Claim 2. For  any sufficiently large i, the functions {wij}~ ~j ~ 3 give an embedding T~ 
of/~/~,(i) into C a satisfying: 

(1) A generator tr in nl(B~(i)) can be taken such that it acts on C 3 by a diagonal 
/ \ 

a*(wi~) = e ( ~ ) w i j .  Note that nl(B~(i))is a cyclic group. matrix 
\ r  / 

(2) ~i(B/~,(i)) converge to the open subset {Po~ < 1} in C2/ff in Hausdorff topol- 

ogy. 
The map ~i is defined by assigning y in/~/~,(i) to (wi~(y), WiE(Y), wia(y)) in C a. 

Since {(q~/- ~)*wi~}~ ~ ~ a converge uniformly to {w~}~ ~ ~ 3 on {e < Po~ < 1 } for any 
e > 0, the map ~ is an embedding on B./~,(i)/B~.,/~,(i) for the sufficiently large i. 

Because K~, ~ is ample and there is a section in H~ K~, ~) vanishing nowhere in 
/~/~,(i) for a large m (Theorem 5.1), there is no complete holomorphic curve in 

/~,/~,(i). It follows that ~ fails to be injective at most at finitely many points in 

/~/~,(i). If ~ is not injective, then there are two points y~, Y2 in/~/~,(i) such that 

t/~i(Yl)'= ~/~i(Y2)" Choose a very small r > 0 ,  such that the geodesic balls 
B,(yi, pr*, [7i) do not intersect to each other and ~i is an embedding at any point of 
these balls except y~, Y2. Let f / b e  the local defining function of Im(~i) at ~(yx) .  
Then f / i s  reducible. Let f / ( resp,  f/") be the irreducible component o f f / such  that 
{ f '  = 0} (resp. { f f  = 0}) corresponds to ~i(B~(y~, pr*gi)) (resp. 7~(B,(y2, pr*g~))). 
Then {f/' = 0} (resp. { f f  = 0}) is smooth outside 7'~(y~) (resp. 7~(y2)). Let O be the 
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curve defined by f~' = 0 and f : '  = 0. Then 7~i fails to be injective along gt{l(D). 
A contradiction. Therefore, 7 / i s  an embedding from/~,F,( i)  into C 3. 

In order to prove the s tatement  (1), it suffices to check that  for any r in ~1 (B~(i)), 
we have r*(wlj) = 2ijwij for some real numbers  2ij(1 < j  < 3). By definition, we can 
write wij = pr*(uij) /(Si)  p~. Since each pr* (ulj) is F-invariant ,  we have 

where )o~ are holomorphic  functions on ~:.;,(i). Because r is an isometric of the 

metric pr*9~ and ~i  is the too-rOot of a F-invariant  mo-anticanonical section, the 
absolute values of  2~j are identically one, so 2~j are constants. 

The statement (2) is then trivially true. The claim is proved. 
Now we can complete the proof  of this lemma. We identify each n~(BF(i)) with 

F / F '  s u c h t h a t a  = d i a g ( e ( ~ ) , e ( ~ ) , e ( ~ ) )  as a l i n e a r t r a n s f o r m a t i o n o n  C 3. 

Letf~,f~ be the defining equations of 7J~(B ~.~(i)) and C 2 / I "  in C a, respectively. Then 

f~  is one of the polynomials  in (5.25) and lim~o~f~ =fo~. Since o preserves the 
hypersurfaces {fi = 0) and {f~ = 0}, we have that  t r*f /= 2f/, ~*fo. = 2f~, where 
2 is a nonzero constant.  If  2 4: l, then anyf~ has no constant  term, in particular, the 
origin of C a is in {f~ -- 0}. It follows that  the group ~(B~( i ) )  = F I /F '  does not act 
on/3~7.(i) freely. A contradiction. So 2 = 1 and eachf~ must have nonzero constant  

term. It follows that  { Jl = 0, wj = 0} is non empty  for any i > 1 and 1 < j < 3. We 
remark  that  ~(B~( i ) )  acts on { f / - -  0} freely, so if kpj, - 0 for (modp)  for some j ' ,  
then kp~, - 0 (mod p) for all j, where k is an integer. Thus we may  assume that  
0 < pj < p for a l l j  = l, 2, 3. I f F '  is of type other than A,, then 2p3 = 0 (mod p), so 
by the above remark,  we have 2pj = p for all j. It follows that  

-- diag( - 1, - 1, - l). It is certainly impossible since the latter diagonal  matrix 
does not preserve the equat ion of type D,, E6, E7, E 8 in (5.25). Therefore, F' must  
be of type A,. 

If the defining polynomial  f ~  is of form w E + w E + w~ = 0, then the same 
argument  as above shows that G = diag( - l, - l, - 1). 

Now we assume that  fo~ is of form w x w  3 + w"2 = O. 

Claim 3. The element o in ~x(B~ (i)) is one of a~,., q described in the statement of this 
lemma. In particular,  the lemma follows from this claim. 

By the fact that  the action of g x(B~ (i)) is free of  fixed point, we may  assume that  
p~ = 1 and P, P2 are coprime. Then n = p n '  by tr*f~ = f ~ .  Recall that  
w~ = z"l, w3 = z~, w 2 =- z~z 2 for euclidean coordinates (zl, z2) in C 2. As an element 

in U ( 2 ) , w e c a n w r i t e ~ r = d i a g  C +Pq~np ' l + p q ~ + ~ ) n p  . L e t m b e t h e l a r g e s t  

c o m m o n  factor of 1 + pqa and np, then m, p are coprime. Write 1 + pql = ml~, 
np = n 'p  2 = mlp 2, where lx is coprime to both l and p. Let ma, m 2 be such that  

m~l a + mzlp  2 = 1 and m~ is copr ime to I, p. So tT" = diag l , lp 2 + . 

Thus we may  assume that  ~r = ~rt,~.~. The claim is proved, and so is the lemma. 
We summarize  the above discussion in the following 
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Theorem 5.2. Let {(MI, gi)} be a sequence of  K~hler-Einstein surfaces in ,3n with 

Ric(gl) = cog. Then by taking a subsequence if necessary, we may have that (Migl) 
converge to an irreducible K?thler-Einstein orbifold (M ~, go~) (in the sense of  Proposi- 
tion 4.2) satisfying 

m(m + 
1)(9 - n). (1) For all integers m > O, h~ K~  m) = h~ K;4 m) = 1 + 

(2) Moo has finitely many isolated singularities. E a c h o f  these singularities is either 
a rational double point (cf. I-BPV-], p87) or a singular point of  type C2/Zr  p.g with 

48 
a cyclic group Zi.p.q defined in Lemma 5.5. Moreover, Ip 2 < -~_ n" The latter 

singular point is a Hirzebruch-Jung singularity (cf. [BP VJ, p80). 

Proof. By Proposition 4.2, Lemma 5.2 and Lemma 5.5, it suffices to prove the 
upper bound of lp 2 required in the above (2). 

By Bonnet-Myers Theorem ([CE]), we have 

diameter of (M~, g~) < x / ~  for all i (5.27) 

It follows 

diameter of (M| goo) < x/ /~.  (5.28) 

For any fixed i and x i ~ M i, by Bishop's Volume Comparison Theorem I-Bi], we 
have 

Volg,(Mi) 
Volg,(B,(xi, gl)) > 9Vol($4) for r small (5.29) 

9Vo l (Br (o ,  gs4)) 
, f i  

where (S 4, g4) is the sphere with standard metric gs,, and o is the north pole in S 4. 
Taking x i in M i such that l iml .  ~ x i = xo~ is a singular point of type C2/ZI. p.q, 

then it follows from (5.29) that 

1 (9  - n)  9 - n > 
lp 2 

i.e. 

18VoI(S 4) 48 

48 
- - .  (5.30) lp2 < 9 - n 

The theorem is proved. 

Remark. 
(i) In case n = 5, there are three possible (l,p, q) for Zt.p.~ in Theorem 5.1, i.e., 

(l ,p,q) = (1, 2, 1), (2, 2, 1), (1, 3, 1). Note that Z~1.3.1) - Z~1.3.2). 
(ii) In case n = 6, there are four possibilities: (l, p, q) = (1, 2, 1), (2, 2, 1), (3, 2, 1), 

(1, 3, 1). 
(iii) In case n = 7, the triple (l, p, q) could be (I, 2, 1) for 1 < l < 5, (1, 3, 1) for 

1 < 1 <  2 and (1, 4, 1). 
(iv) In case n = 8, the triple (l, p, q) could be (l, 2, 1) for 1 < I < 11, (1, 3, 1) for 

1 < I_< 5, (l, 4, 1) for 1 < 1 < 2, (1, 5, 1),(1, 5,2), and (1, 6, 1). 
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6. Anticanonicai divisors on some Kfihler-Einstein orbifolds 

We still denote by (Moo, goD) the irreducible K/ihler-Einstein orbifold in Proposi- 
tion 4.2. Then this Moo is a normal surface with finitely many singular points. Each 
of these singularities is either a rational double point or a Hirzebruch-Jung 
singularity (cf. [BPV]). The purpose of this section is to study the plurianticanoni- 
cal divisors on Moo. Although the results here should hold in more general 
situation, we will confine our discussions to our special case. 

Lemma 6.1. (Poincar6 Duality Formula) Let (Moo, goo) be as above and o ~  be the 
K?thler form associated to the metric goo. Then 

(1) For any pluri-anti-canonical section S e H~ K M ~ ), we have 

S co 2.~=mS o 2 . ~ = ( 9 - n ) m  (6.1) 
{s = 0} M~ 

(2) Let D be a divisor in Moo, S~ H~ oo, Kf~y) and D s is the divisor defined by the 
section S such that D and D s have no common component, then 

1 
mS c~ = ~ deg(~x) iO(7z* D, lr*Ds) (6.2) 

D x~M~ 

where nx:l~x~Moo is a local uniformization of x with n x ( o ) = x  and 
io(n*D, 7t*Ds) is the intersection multiplicity of Tr*D and n*~D s at the origin (cf. 
[BPV]). Note that x is smooth iffdeg(n~) = 1. 

Proof. The proof is standard. For example, in the case (1), 

m S o2 = lim S ~og~ ̂  mo0~ + c~fflog(e + [ISll~\ 
Moo ~ 0  M~ 

One can easily check that the right-handed side is just Sis = 0) ~%~- The case (2) can 
be similarly proved. 

Let n: M oo --* Moo be the minimal resolution. Then for each singular point x in 
Moo, the exceptional curve n-~(x) is either an A -  D -  E curve or a Hizeb- 
ruch-Jung string according to whether x is a rational double point or not (cf. 
[BPV]). In particular, any singular point is rational. It is easy to show that 
h~ ~, I ~  m) = h~ K~ m) for any m. For any integer m > 0, 

K;~ 7 = gr~ + Din, K;~ ? =Bm "q- Om (6.3) 

where/~m(resp. Bm) consists of all one dimensional components in the base locus of 
K~7(res p. K~?). Then n(/~m)= Bm, n(/Sm)= Din" We denote by l/gin[ the linear 
system of the divisor/Sin, etc. 

We will first prove that the generic divisor in t/Sxt is irreducible. If n = 8, then 
diml/5~l = h~ - 1 = 1, it follows that the generic divisor in IDol is irredu- 
cible. 

Lemma 6.2. Let n = 5, 6, 7. Then if the generic divisor in 1/5~1 is reducible, we can 
write/)1 = (9 - n)E with E z = 0 and h~ oo, E) = 2. 
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Proof We can wr i te / )  1 = ~I= 1 eiEi such that E/is not  linearly equivalent to E~ for 
i # j ,  any IEil is free of one dimensional component  in its base locus and the 
addition map: 1--I~= 1 [E~] ~' ~ 1/511 is generically surjective. We need to prove that 
l = 1. Suppose that I > 2. We may assume that E~ can not be decomposed into the 
sum of E:  and an effective divisor. We remark that the addition map: 
lEa[ • IEz[---, IE1 + Eel is also generically surjective. Choose an irreducible divisor 
in JE~ 1, say E~ for simplicity. Then for any point x in E~ outside the base locus of 
IE x + E 21, we have a divisor in IEzl intersecting E 1 at x. Thus 
E~ .E  2 > 1 + # {base points, of IE~ + Ezl} (count multiplicity). By Bertini's the- 
orem (cf. I-GH]), the generic divisor E in IE 1 + Ez[ is smooth outside the base locus 
of IE~ + Ezl. So E can not be written as the sum of divisors in IEI[ and [Eel. 
A contradiction. Thus l = 1,/~1 = eE (e > 2). The above arguments also show that 
h~ E) = 2. Since h~174 = 10 - n and the generic divisor in I/Sal can be 
written as the sum of ct divisor in IEI, we must have c~ = 9 - n .  Then by 
Riemann-Roch Theorem [GH] ,  1 0 -  n > 1 + odE 2, so E 2 =  0. The lemma is 
proved. 

Denote  by IP(l, p, 1) be the germ of all holomorphic  functions f a t  the origin of 

i f =  e l ~ ) f  One can easily compute C:  such t h a t *  O'l, p, 

p l -2 /  ~ ) 
k k p l -  1 IP(l,p, 1 )=  { f e C Z { z l , z z } l f =  ~ {z~ ~ fj (zl ,z2) (6.4) 

k = O \  j = o  

f f  are homogeneous  polynomials of degree Jk + JP 21} 

where Jo = (P - 1)pl, Jk+x =Jk + (pl + 1) (modp21) and 0 <Jk < P 21 for 
O < - k < _ p l - 2 .  

The significance of IP(1, p, 1) in our context is the following. If x is a singularity 
in Moo of type C2/Zz.p, 1, let n~: [7 - - ,  U x c M~ be a local uniformization, where 
Gx c C 2, [Tx(o) = x, then the local holomorphic  sections of K ~  in U~ correspond 
to one-to-one the functions in IP(I, p, 1). 

We list some simple lemmas in the following. 

Lemma 6.3. Let IP(l, p, 1) be defined as in (6.4). Then 
3 3 (1) The monomials in IP(l, 2, 1) of degree <21 are z~l, zZt, z l z 2 , z l z 2 , . . . ,  

91 
(2) I f  l=  l, 2, then the monomials in IP(l, 3, 1) of degree <-~ are among 

Z31, 4 4 
Z1Z2~ Z 1 Z 2 .  

(3) The monomials in IP(1, 4, I) of degree < 8 are zlz  2, z'~, 2 6 = Z I Z 2 .  

In particular, if p21 < 24, then for each (2, #) being either (4, 0), or (0, 4) or 2 > 2, 

# >= 2, there are at most two monomials in IP(l, p, 1) with degree <-_ __'~l and contain- 

ing the factor z~z~. 

This follows directly from (6.4) and some simple computations.  
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Lemma 6.4. Let f, g be holomorphic functions at o~5C 2 and have no common 
component. We further assume that a~,v ' i f =  cf and { f =  0} is smooth at O. Then we 
have 

i o ( { f=  0}, {g = 0)) > 

{inf{2(p Zl - pl + 1) + ~]z~z~ is in g}, if f =  zl + O([z] 2) 
(4.13) 

inf{2 + #(pl - 1)[za~z~ is in g}, /f f =  z 2 At- O(12[ 2) 

where io(-,- ) is the intersection multiplicity (cf [BPV])  and [zl 2 = [zl[ 2 + [z2[ 2. 

Proof We assume that f =  z~ + O(Iz12). The proof  for the other case is same. Write 
f =  zlf~(z l, zz) + f2(z2), thenf l  (0, 0) 4: 0 a n d  ordo(f2) __> 2. By the assumption that 
ol,*p, i f  = cf, we have ordo(f2 ) => p2l~ - pl + 1. Put w 1 = zlfl.(z 1, z2) +f2(z2), 
w 2 = z2, then z i = wl f i (w i, w2) +fz(W2) with ordo(f2 ) >__ p2l - pl + 1. Now by 
the definition of the intersection multiplicity, we have 

i o ( { f =  0}, {g = 0}) = ordo(gl{~=0}) = ordo(g(f2(w2), w2)). 

Then lemma is proved. 
We now come to apply these two lemmas to studying the properties the 

anticanonical divisors on Moo. 

Lemma 6.5. Let D i be defined as in (6.3). Then the generic divisor in the linear system 
IDit is irreducible unless n = 7, B 1 = ~ and M ~  has exactly two singular points of  
type C2/ZL 2, 1. 

Proof  By some results in [De],  we may assume that n < 7 and Moo has at least one 
singular point besides rational double points. Let x ~ , . . . ,  x t (l > l) be those 
singular points in Moo other than rational double points, and F~ . . . . .  F~ be the 
exceptional curves in the minimal resolution Moo over x~ . . . . .  x~.  Suppose that 
the generic divisor in [/~il is reducible. By Lemma 6.2, we write D 1 = (9 - n)E. 

Claim 1. The divisor E must intersect one of Fj, say F~ for simplicity. Moreover,  

E . F  1 = 1. 
If  E. F 1 = 0 for any j, let H be a divisor of K ~ "  for some m > 0 such that xj r H 

(j = 1, 2 . . . .  ,/). Then H.rc(E) = K f ~ ' E  > m. By Lemma 6.1 (1), we have 

9 - n = ~ c o o  + ( 9 - n  ) ~ c%~ 
B~ n(E) 

(9 -- n)H.lr(E) 
--= I O q  -'k 

B~ m 

Therefore, B 1 = ~ .  It follows that all x s are rational double points. A contradic- 
tion. So we may assume that E '  F 1 _-> 1. Let F l l  be the component  in F 1 with 
F I  1 " E ~ 1. In case that 9 - n __> 3 or there is another component  in/~1 intersecting 
F~I at some point, the divisor FI~ has multiplicity two in /~1 by 
- K ~ . F l l  = F12i + 2. It follows that E. Fl  l + E 'F1  <-_ B I ' E  <= 2, i .e .E.F~ = 1. 

Thus we may assume that x 1 is of type C2/Zi,2.1 and Fl . ( /~  1 - F 1 ) = 0 .  By 
adjunction formula, we have - 2 = K ~ ' F  1 _>- F 2 + 2 F l '  E = - 4 + 2F i �9 E,j.e., 
F~. E = 1. The claim is proved. 
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Claim 2. If x 1 is of type C2/Z1, 2, 1, then n = 7, B t = ~ and Moo has exactly two 
singular points of type C2/Z1, 2, 2. 

We first prove  that  E must  intersect another  exceptional curve Fj other than F t . 
In fact, if it is not  true, then F t has multiplicity two in/31- By - K ~ ,  .F  1 = F 2 + 2, 
there are exactly six curves in a generic anticanonical  divisor on M o~ intersecting 
F 1. Thus for any S in H~ K ~ ) ,  the pull-back rc*S is locally represented by 
a holomorphic  function fs  in IP(1, 2, 1) with vanishing order at least 6 at o, where 
zh:L71 --. U 1 is the local uniformization of x I in M ~ .  By (6.2) in L e m m a  6.1, if 
{S = 0} has no c o m m o n  componen t  with n(E), we have 

9 - n =  ~ o g g ~ + ( 9 - n )  ~ o g g ~ > ( 9 - J m u l t o ( {  S = O } ) > ~ ( 9 _ n ) .  
8 ,  ~(E) = 4 = 

A contradiction.  Therefore, the divisor E intersects with another  exceptional curve, 
say F 2. Then n = 7 and F 2 �9 E = l, so by K h  I ' F  2 = F2 z + 2, the singular point  x z 
must  be of type C2/Zt,2, 1. As above,  by using L e m m a  6.1, one can prove that  
B t = ~ .  Thus  there is no other  singular point  in M ~  besides rational double 
points. Claim 2 is proved. 

N o w  we m a y  assume that  x 1 is not of type C2/Z1, 2, 1, then F~ has multiplicity 
two in/~1 and E intersects with no other Fj(j > 2). By (6.2) in L e m m a  6.1, we have 

~og~<l  and < l i f B ~ 4 =  ~ �9 (6.5) 
n(E) 

Let n l  : U1 --' U1 be the local uniformizat ion of x 1 with uniformizat ion group  F t , 
then as above,  the section S in H~ K;t~) is locally represented by a fs in 
IP(l, p, 1), where x 1 is of  type C2/Zt, p,1. It  follows f rom (6.5) and L e m m a  6.1, 

io({fs=O},n-;1(r~(E)))<p2l and <p2l i fB l  ~ ;g (6.6) 

where io(.,.) is the intersection multiplicity at the origin in [71. 

Claim 3. For  generic E in the linear system IEI, the pull-back ni- I(n(E)) is smooth  
at the origin. 

Let (zl,z2) be the local coordinates  of L71 such that  the generator  a~,p,1 of 
F1 ~ Zl. p, 1 is d iagonal  in (z t , z2). Also let h e be the defining function of zti- I(~(E)) 
in/_71, then * 1 hE ch E for some constant  c. First we prove that  ordo(h E) < 2 for 0"I,  p ,  ~ 

generic E. If this is not true, then ordo(fs) > 6 for any section S in H~ K;tl). 
By L e m m a  6.3 and the fact that  h~ K h ) )  > 3, one can easily find a section S in 

H~ K~) ,  the local r e p r e s e n t a t i o n f  s vanishes at o of order  > - -  for those 

(l, p, 1) with p2t < 24. N o w  we choose a generic E such that  E has no c o m m o n  
componen t  with {S = 0}, then we have 

io({ f ~ = 0}, rci- ~(g(E))) => ordo(h~)ordo(fs) > p21. 

I t  contradicts  to (6.6). So ordo(he) < 2. Using the invariance a~,p, 1 hE = ch~ and the 
fact that  try, ~. 1 has distinct eigenvalues, we conclude that  
hE(z1, Z2) = Zj q- O(Izl z+~) or zlz2 + O(Iz13), where 2 = 1, 2. In the former case, if 
2 = 2, then for any S in H~ K~I), the lowest order  term offs has the fact z, 4. , so 
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p•l by Lemma 5.3 again, we can find such a S that ordo(fs ) > - - .  As above, we can 

deduce a contradiction to (6.6). Some arguments exclude the possibility of 
h E = z lz  2 + O(Iz13). Therefore 2 = 1 and the claim is proved. 

We now want to apply the formula in Lemma 6.4 to our cases and conclude the 
proof  of this lemma. It suffices to find a S in H~ K;~)  such that for any term 
z~z~ in fs, either 2(p2l - pl + 1) + ~ > p21 for j = 1, where h t = z 1 + O(Iz[2), or 
2 + It(pl - 1) > p21 for j = 2, where h E = z 2 + O([z]2). Since there is only one 
monomial  z~z~ in 1P(l, p, 1) such that 2 + # < pZl and 2 < 1, we may find a S in 
HO(M~o, - 1 KM~ ) such that any term z~z~ infs has either 2 + p > p21 or 2 > 2. So by 
the fact that 2(p2l - pl + 1) > p21 for p > 2, we may assume that h E = z z + O([z[2). 
By (6.4), any monomial  z~z~ in IP(l,p, 1) can be written zk+tvt-1)a'Z~ with 
2' +/ t  = Jk, thus 

2 + # ( p l - -  1 ) = k + ( p l -  1)j k. 

One can easily check that for those (l, p, 1) with pEl < 24, the monomials  ztz2, 
z~ t are only ones in IP(l, p, 1) with 2 + I~(pl - 1) < pZl. Then by the fact that 
h~ K ~ )  > 3, we may find a S in H~ K ~ )  such that fs does not contain 
z lz  2 and zPk It follows from Lemma 6.4, 

io({h E = 0}, {fs = 0}) > pZl (6.7) 

Therefore, we obtain a contradiction from (6.6) and (6.7). The lemma is proved. 

Proposition 6.1. Let { (M i, gi) }, (M ~ , 9oo) be given as in Proposition 4.2. Assume that 
n = 7. Then Mo~ has only rational double points as singular points unless Moo has 
exactly two singular points of type C2/Z1. z. 1, and I K ~ [  is free of one dimensional 
components in its base locus. Moreover, the linear system IK~t21 is always free of base 
point. 

Proof It is well-known that each M~ is branched double covering of CP 2, in 
particular, each M~ admits a nontrivial involution z~ (cf. [De]). One can easily 
check that the fixed point set A~ of r~ is a connected smooth  divisor in 12K~ [ and z~ 
preserves any anticanonical divisor. These z~ converge to a nontrivial involution zo~ 
of Moo as M~ converge to Moo in the sense of Proposi t ion 4.2. The fixed point set Ago 
of %0 is the limit of A i and then is 2-anticanonical divisor in 12K~)I. ~ 

Let zt:.~t| ~ M ~  be the minimal resolution as above and B 1, D~, B 1, D 1 
defined as in (6.3). We first assume that the generic divisor in ID~[ is irreducible. 
Choose such an irreducible one, say D~ for simplicity. Fix a regular point x of Moo 
in D I \ (A~  u B 1). Since h ~ K ~ )  = 3, we can find another divisor D'I in [D l[ 
such that D~ and D'I have no c o m m o n  component  and xeD~ c~ D'I. Since both D~ 
and D'~ are stabilized by zoo, their intersection D 1 n D'~ also contains zo~(x). By 
Lemma 6.1, we have 

2=j'% +j'%~ 
BI Dl 

B1 

1 
E �9 , , t . . ,~o(ny D1, roy D1) + i~(D1, D'I) + i~lx~(Dx, D'I) 

y~ Sing(M~) o e g  [Tcy j 
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where ny: Uy ~ Uy is the local uniformization of y in the singular set Sing(Moo). It 
follows that B 1 = G~ and none of singular points in M~ is in the base locus of 
IKh~ I- The latter implies that all singular points of Moo are rational double points 
(el. [BPV]). 

It remains to conside the case that the generic divisor in )DI[ is reducible. Then 
by Lemma 6.5, it suffices to prove that the base locus of ]2K7~)[ does not contain 
those points of type C2/Z1.2, 1. Now we have a natural divisor A~ in ]2Kh~ [. It is 
smooth and irreducible since it is the fixed point set of r~o and ~ is an isometry of 
(Moo, g~). We claim that A~o does not contain an singular point of type C2/Z1,2,1. 
In fact, if the claim is not true, both singular points Pl, P2 of type C2/Z1, 2.1 are in 
Ao~. By our assumption on ID 1 I, we can write D1 = 2E and the generic divisor in [E[ 
is an irreducible rational curve passing through Pl, P2. On the other hand, since r~ 
preserves ]Dlf, it also preserves IE[. Choose a generic divisor in IE], say E for 
simplicity, such that E intersects with A~ at a point outside Pl, Pz. Note that two 
generic divisors in ]El do not intersect to each other outside Pl, P2. Thus z~o must 
stabilize E, then it fixes E since it fixes three points on E and E is rational. It follows 
that z~ fixes the generic points in Moo, i.e., r~ is an identity. A contradiction! 
Therefore, p~, P2 r A~ and ]2K~ ] is free of base point. The proposition is proved. 

Remark. One can also construct local nonvanishing sections of 2Kh~ at the above 
P~, P2 and then use L2-estimate of ~-operators (Proposition 5.1) with weight 
function a l o g ( ~ = o  ~ 2 [[S~ t[0~) to produce a section of [2K;~ ~]~ which is nonzero at 
Pl, P2, where {S;  }0 s ~ ~ 2 is an orthonormal basis of H~ K;~,~) with respect to 
the inner product induced by g~. In particular, it implies that [2K~1[ is free of base 
point. 

Proposit ion 6.2. Let {(M/, gi)} and (M~, go~) be as in Proposition 4.2. Assume that 
n =- 8. Then Mo~ has at most one singular point of type C2/Zi,2, 1(2 ~ l < 7) besides 
rational double points. Moreover, the linear system 12K~t~ [ is free of base point. 

Proof It is known (cf. [De]) that each M i is a branched double covering over 
a quadratic cone in CP a. It implies that each M i admits a nontrivial involution r r 
Also, this z i preserves both anticanonical divisors and 2-anticanonical divisors. 
These z i converge to a nontrivial involution zoo of M~ as M i converge to M~ in the 
sense of Proposition 4.2. 

Let ~ t  be minimal resolution of M~ and B-,.,/).,, B,., D., be defined as in (6.3). 
The involution z~ can be lifted to M~,  still denoted by r~ for simplicity (of. [La]). 
Then zo~ stabilizes B,., D,,, Bin, D,, (m = 1, 2), respectively. We assume that Moo has 
a singular point other than rational double points. 

Cla im 1. /5 2 = 0 

By Riemann-Roch Theorem and the fact that h~ | -- 2, we have either 
/~2 = 0 or /~2 __ 1 and /~1"/)1 = 0. I f /~2 = 1, then there are two irreducible 
divisors/5'1, /~"1 in [/~1[ such that /5'1 intersects /)"1 at a point outside /~1. By 
Lemma 6.1, 

Bl Da B1 
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It follows that B 1 = ~ .  Thus all singular points are rational double points. 
A contradiction. The claim is proved. 

The same arguments also prove that D 1 does not intersect B1 outside singular 
points. Now IDll induces a fibration 7zr ~ Cp ~. We claim that the generic 
divisor in [/521 has a horizontal component. In fact, if it is not true, then by 
h~ we h a v e  /~2 = 3/)1. It follows that /)l +/32 = 2/~1. Since 
BE c 2/31, the divisor 2/~ 1 - /~2  is effective. By/9~ --- 0, we conclude that 2/~ 1 - 1~2 
is vertical with respect to the fibration n f : / ~ t  ~ Cp~. It is easy to prove that 
2 / ~ -  BE is connected since /5~ is. Let E be the reduced divisor supporting 
2Bx - /~2 ,  then E is a proper subset of one fiber in Moo and 
2/~ 1 - -  B E - -  E = / ) l  - E. Since 2/~ - B E - E a n d / )  1 - E have no common irre- 
ducible component, it follows that (/51 - E) 2 > 0. On the other hand, the divisor 
/91 - E is a proper subset of a fiber, then (/5~ - E) 2 < 0. We get a contradiction. 
Therefore, the claim is proved. 

Now choose a generic/~2 i n  [/521 such that the generic divisor in I/5~1 intersects 
/52 at at least one point outside/31. Since z~ preserves divisors in 1/911 and 1/52 I, we 
have that n(/)2) intersects the generic divisor in IDll at at least two smooth points 
in Moo. By Lemma 6.1, we can conclude that B1 = ~ and n(/52) does not pass 
through the singularities of M~ other than rational double points. Then there are 
at most two singular points of type C2/Zt, 2, a in Moo besides rational double points. 
By adjunction formula, one can easily prove that there is at most one singular point 
in Moo besides rational double points. The above arguments also show that 12Kh~ I 
is free of base point. 

Corollary 6.1. Let n = 7 or 8. There are constants c(n, k) depending only on n, k > I 
such that for any Kfihler-Einstein surface (M', 9') in ,~,, we have 

IIs'~ ~, > c(n, k) (6.8) 
o 

where m = 2k, N,, + 1 = dim c H ~ (M', K;~ m) and {S'~ }0 s ~ s N. is an orthonormal basis 
of  H ~  ', K ~  m) with respect to the inner product induced by g'. 

Proof  It follows from Lemma 5.3, Propositions 6.1 and 6.2 (cf. the proof of 
Theorem 5.1). 

7. Completion of the proof for strong partial C~ 

In this section, we will complete the proof of Theorem 2.2, i.e., the strong partial 
C~ stated in section 2. By Corollary 6.1, Lemma 5.3 and the arguments in 
the proof of Theorem 5.1, Theorem 2.2 will follows from the following proposition. 

Proposition 7.1. Let n = 5 or 6, and (M~o, goo) be the irreducible Ki~hler-Einstein 
orbifold in Proposition 4.2 or Theorem 5.1. Then the linear system 16K~) I is free of  the 
base point. 

The rest of this section is devoted to the proof of this proposition. The basic 
tools are still the Poincar6 duality formula (Lemma 6.1) and adjunction formula we 
have used in last section. 
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We fix the K/ihler-Einstein orbifold (M~,go~) as in Proposi t ion 7.1 with 
CI (M~)  z = 9 - n, where n = 5 or 6. Let n : . ~  --* M~ be the minimal resolution 
and x 1 . . . . .  x k be the singular points of M| besides rational double points. The 
corresponding exceptional divisors in Moo are denoted by F 1 . . . . .  F k. Define D m, 
BIn,/) m,/~m as in (6.3). If Moo has only rational double points as singular points, 
then by the results in [De],  the linear system [Kh~[ is free of base point. So we 
suppose that k > 1. As in the proof  of Proposi t ion 6.1, etc, we may assume that F 1 
intersects/51. We collect some simple facts either built up before or that can be 
easily proved by using Riemann-Roch Theorem and adjunction formula (cf. 
[BPV],  [GH]) .  
(F1) The generic divisor in 1/511 is a smooth rational curve and /52 = 8 -  n, 

K ~ . / 5 ,  = / 5 2  + 2. 
(F2) For  8 -  n generic distinct points {yj}l~j<=8-, in . / ~  outside exceptional 

curves, there is a pencil of divisors in ID 1 I, denoted by 1(/51, {Yj}l <=j <=8-,)1 
such that the generic divisor in this pencil is a smooth rational curve and 
1(/51, {Yj}l zj_-<s-,)l is free of base point outside {Yj}I <j<8-n. 

(F3) Let E be an exceptional, irreducible curve, i.e. E 2 < 0, then if E r  and 
/~t" E > 0, then E is of first kind, i.e. E 2 = - 1. Moreover,  this E intersects 
exactly one irreducible component  in/~1. 

(F4) Each singular point xj(1 < j  < k) is of type either C2/ZI, z,I(1 < l <  3) or 
C2/ZL 3.1. Thus the corresponding exceptional curve Fj is reduced and can 
be written as F j l + . . .  +Fjkj such that Fj~.Fj~,--1 if Ei -  i'l - -1;  = 0 i f  
li - i'l > 1 and Fji is irreducible for each i between 1 and kj, where kj = l, 2, 3. 
If kj = l, then Fj 2 = - 4 and xj is of type C2/Z1, 2.1. If k i = 2, then either 
F21 = Fj 2 = - 3 or F21 = - 2, F f  = - 5 according to that x i is of type 
either C2/Z2, 2, 1 o r  C2/Z1, 3, 1. If kj = 3, then xj is of type C2/Z3, 2, 1, and 
F21 = F j  2 = - 3 , F E E = - 2 .  
By these facts, there are three cases of ll,lo~ as follows. 

Case l.  F t ' l~  x = 2 ,  F j ' / ) I  = 0 f o r j > 2 -  

Case 2. F 1./51 = 1, Fj .D  1 = 0 for j => 2, so the irreducible component  in F 1 
intersecting/51 has multiplicity two in/31.  

Case 3. F 1"/~1 = 1 a n d F  2"/91 = l ,  F j - / 9 1 = 0 f o r j _ _ > 3 .  

We will treat these cases separately in the following lemmas. 

Lemma 7.1. Let  (Moo, 9oo), F i, D1, etc. be 9iven as in Proposition 7.1 and F 1 �9 ID t = 2, 
F i .D  t = O for j > 2. Then B t = ~ ,  B1 = F1 and JD1 intersects with Fla and Ftk, at 
one point, respectively. Moreover, the linear system 16KM~ I is free of  base point. 

Proof Let ~t i be the multiplicity of the irreducible component  Ft~ (1 _< i _< kt)  in 
/~1, then by adjunction formula and (F1), we have 

2 >= ~ "Bt >= ~fti" B~ + ( ~  - FI~)'B1 

D1 " Ft i  + (lift - Fti)" Fli = 2 (7.1) 

It follows from (7.1) and F 1 �9 = 2 that D 1 �9 Fti  _-< 1 unless k 1 = 1, i.e., xl  is of type 
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C2/Z1,2,1, and D1.Fx i= l  iff ( B 1 - F l l ) . F l i = l  and c q = l .  Therefore 
D l F x i  = 1 f o r / =  1, k 1 and(/~ x - FI) .F 1 = 0, i . e . ,x lCB x. B y L e m m a 6 . 1  a n d t h e  
above (F2), the generic divisor D~ does not intersect Bx outside xx . . . .  , x k. On the 
other hand, since (M~,  9~)  is a limit of some sequence of K/ihler-Einstein surfaces 
according to Proposi t ion 4.2, any anticanonical  divisor in [K~)I must  be connec- 
ted, so D~ c~ B~ contains some x~ fo r j  > 2 if Ba =t= ~ .  By our  assumption,  we have 
xjg~Da f o r j  > 2. It  implies that  B 1 = ~ and /~1  = F~. 

It  remains to prove that  16K~I  is free of base point. By L e m m a  6.1 and the 
above (F2), one can easily prove that  IKh~ I = IDI[ is free of base point  outside x I . 
So we only need to construct  a global section of 6Kff I not vanishing at x 1. It  will 
be done by applying Proposi t ion 5.1. Define 

O = 6log IIS~ 112~o (7.2) 
# 0 

where N 1 = dimcH~ 90o) - 1 and {S~ } is an o r thonormai  basis with respect 
to the inner product  on H~ K ~ )  induced by g~.  Since the base locus of 
Kh.~ is the point  xa, the function ~k is bounded and cont inuous outside x 1. As we 
remarked  in w each section S~ is represented by a function in IP(l, p, 1) in the 
local uniformizat ion of x~, where xl  is of  type C2/Z~, ~. a. In particular, it follows 
that  for any ne ighborhood U of x~ in Moo, we have 

S e-~'d~.~ = + oe (7.3) 
u 

By the definition of~9 in (7.2), for any tangent  vector v of type (1.0) at any point of X, 
we have 

( 14re t c~8~, + ~ o ) g  , v ^ ~ > tlvll. 2 (7.4) 

Thus by Proposi t ion 5.1, in order to have a global section of 6 K ~  nonvanishing 
at x 1 , it suffices to construct  a nonvanishing local section of 6 K ~ )  in neighborhood 
of x 1. It  is obviously possible since x I is a singular point of  type CZ/Z~.p.1 with 
1 < l < 3, 2 < p < 3. Then the lemma is proved. 

L e m m a  7.2. Let (M~o, g~), F~, Dx, etc. be given as in Proposition 7.1. Then the 
irreducible component in F x intersecting D1 has the multiplicity one in B1. 

Proof We prove it by contradiction. Assume that  the conclusion of this l emma is 
not true. First let F~ be irreducible, i.e. x 1 is of type C2/ZI,z, 1. Then by Lemma  
4.10 and adjunction formula  K ~ . F ~  = F 2 + 2, there are at least five irreducible 
components  C,(1 < ~ < 5) in B ~ such that  C," F 1 = 1. Obverse that  the plurian- 
t icanonical divisor K ~  6 is an ample  Cart ier  one, so 

~=1 <, ~=~ g = g (7.5) 

Choose two generic d iv isors /5~, /5]  in 1/5~1 such that/51 intersects/5~ at 8 - n 
distinct points outside /~1. Let S'  be the section in H~ Kh~) such that  
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{S' = 0} is just the sum of n(/5' 1) and B~. Thus one can compute  that 

1 1 
deg(zt~)io(rC[~{S' = 0}, ZCz 1 (~(/)1))) > 8 - n + ~ (7.6) 

zem| 

where ~ :  U~ ~ U~ is the local uniformizat ion of M ~  at z with ~ (o )  = z. Combin ing  
(7.6) with (7.5), we get a contradict ion to L e m m a  6.1. So x 1 can not be of type 
C2/Z1, z, 1. 

I f x  I is of type Cz/Z2,2, 1, then by the same arguments  as above,  we can prove 
that B 1 does not  contain more  than three irreducible components .  Write 
/31 2 F l l  -Jr ~F12 + / ~  where ~ '  = B 1 is an effective divisor having no c o m m o n  
componen t  with F 1. Note  that  any irreducible componen t  E in /~]  with E . F  1 > 0 
can not be contracted to a point by the projection z : / Q ~  ~ M ~ ,  in particular,  
E2= - 1. Moreover ,  if zt(E) does not pass through a singular point of type 
C2/Z1, 3, 1 ,  then ~.(E) O)g,~ > �89 and B 1 contains at most  one irreducible component .  
By adjunction formula,  it contradicts  to the fact that  F11 has multiplicity two in/3 
and F 1 �9 = 1. So for any such an E, ~z(E) must  pass through a singular point  of 
type C2/ZL 3, 1. Then one can easily show that  ct = 1 and B 1 = 3n(E), where E is an 
irreducible componen t  intersecting F~ 1. Let nl" LT~, -~/_Ix, be the local uniformiz- 
ation of Moo at x 1. Then any section S in H~ K ~ )  is locally presented by 

h a~ a ho lomorphic  funct ionfs  on LT~, of form ( E )  f s ,  where h E is the defining function 
of hi- I(E) in LT~, and dego(fs  ) __> l, dego(hE) > I. Sincefs is also in IP(2, 2, 1), there 
is at mos t  one monomia l  term infs with degree less than 5. Thus we can choose two 
divisors/)1, / ) '1  in I/)11 such that  7t(/~ 1) intersects {S' -- 0} at 8 - n distinct points 
outside B 1 and dego(fs, ) > 5, where S' is the section in H~ with 
{S' = 0} = ~ ( / ) ~ ) u B  1. By L e m m a  6.1, 

9 - n = 3  S ~~ S ~~ 
r~(E) n(gl)  

1 I 
>_ -~ + 8 - n + ~ i o ( 7 ~ ? ' ( r t ( D  ~)), {fs, = 0}) 

1 5 
> ~ + 8 - n + ~ > 9 - - n  

A contradict ion! Thus x 1 is not of type C2/Z2, z, 1, either. 
Next,  we assume that  x 1 is of type C=/Z3, z, 1, then n = 6. Let 

~ t  /~1 = ~F l l  + flF12 + yF13 + B1,  where F~I = F~Z3 = - 3, F22 = - 2 and B1 ~ '  
does not  contain Fls(1 < j < 3) any more.  

Claim 1. The generic/51 intersects F la .  
If the claim is not true, then we may  assume t h a t / )  1" F11 = 1, so a = 2, fl > 2. If 

7 = 1, then fl = 2. By adjunct ion formula,  we have /~] "F11 = 2, /~] "F12 --- 1, 
/~ ] 'F13  = 0. Let  E'  be the exceptional curve in /~] intersecting with F12, then 
E "  (/~1 - 2F12) = 0. It  follows that  z (E ' )  does not  pass through any singular point  
other than x I and ra t iona ldoub le  points, so ~,(E,) c%~ > �89 By L e m m a  6.1, it implies 
that  B 1 = n(E')  and then B]  = E'. It  contradicts  t o / ~ ]  "F l l  = 2. Thus 7 > 2. We 
observe that  no E in/~'1 intersects two components  of F 1 by adjunction formula  or 
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L e m m a  6.1. So if we let kj be the number  of irreducible components  in / ~  
intersecting with Flj(1 =<j =< 3), then k 1 + k 2 + k 3 < 3 by L e m m a  6.1. By adjunc- 
tion formula, we have 

I 
t - 6 + f l + k l = - - I  

2 - 2fl + 7 + k2 = 0 (7.7) 

fl 37 -k- k 3 = - -  1 

Summing these three equations, we derive 7 < 1. A contradiction. The claim is 
proved. 

Then fl = 2 and a + y < 3. By the above arguments  in excluding that  x a 
is of type C2/Z2,2,1, one can prove that ~ =  1, 7 =  1. Thus 
B1 = F l l  + 2F12 -Jr F13 + E, where E is an exceptional curve of first kind and 
E'F12 = 1. There are now two methods  to conclude a contradiction. One of them 
is to use L e m m a  6.1. We can easily choose two divisors D1, D'~ in IDlt such that  
they intersect to each other exactly at 8 -  n distinct points besides xa and 
io(~(I(D1), zi- I(D'1 + B1)) > 7, where ~1" UI --+ Ux, is a local uniformization o fx  1. 
It will contradict  to formula (6.1) in L e m m a  6.1. There is another  method described 
as follows. Let M o be the surface obtained by blowing down E and then F I :  in 

~, and F~ be the images of  Fxj (j = 1, 3) under the natural  projection from M 
onto .Q o. T h e n  ( F u )  2 = - 2(j = l, 3). Inductively, let M ~ be the surface obtained 
by blowing down an exceptional curve intersecting either F~i -1 or F]~ 1. Put 

~ ~ k - 1  F]j rc'k(F]f 1)(j = 1, 3), where rtk:M ~ ~ M ~ is the natural  projection. Let 1 ~  
be the last surface obtained in such a process. Then (K~7)  1 =  4 + m. By 
h ~  K ~ )  = 4, we have m =< 4. It is well-known that  the relatively minimal 
rat ional  surface are exactly C P  2 and Hirzebruch surfaces ~ ( I  > 0) (cf. [BPV]). In 
particular,  it follows that  m = 4 and ( F I ~ )  2 = 0 (j = 1, 3). SO M ~  = ~ o '  Now any 
anticanonical  divisor of K~  ~ descends to the one of K~o 1 containing F]'~, F]'3 and 
F~I c~ F]'3 with multiplicity > 3. It  follows that  h~ -1 K:a~) < 3. This contra- 
dicts to the fact that  h~  K ~ )  = 4. 

Hence x~ can only be of type C2/Z1, 3, ~. By the same arguments  as in proving 

Claim 1, one can easily show that  F l l  ./51 = I, F 1 2 " / )  1 = 0 and F~I = - 2 .  By 
adjunction formula, we have two exceptional curves E 1 , E 2 intersecting F1 ~ outside 
F 1 2  ( E  1 may coincide with E2). In particular, it follows that any section S in 
HO(Mo~, -1 KM~ ) is locally represented by a holomorphic  function fs e 1P(1, 3, 1) on 
[71 with ordo(fs ) > 3, where nl :  [Tz ~ U 1 is a local uniformization of M ~  at x 1, 
moreover ,  we can write fs = he, hefts, where dego(f s) > 1 and h~, is the defining 
function of ni-l(n(Ei))  for i = 1, 2. Then we can choose two divisors/51 and/5~ in 

D t and B1 and intersects with I/St[ such t h a t / )  1 has no c o m m o n  componen t  with ~ '  
~, 

D 1 at 8 - n points o u t s i d e / ~ ,  and the divisor n(/5'1) + B~ defines a section S' in 
H~ K~ ~) with dego(fs,) > 7. Thus by Lemma  6.1 and the fact that 6K~ ~ is 
a Cart ier  divisor, 

9 - n = I c %  + I c %  + I~oo. 
E~ E~ /)~ 

1 
___- g + I 

D~ 
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1 1 io(~z?~(n(Dx)), {fs,  = 0})  
__> ~ + (8 -- n) + dego(zq ) 

1 7 
> - + ( 8 - n ) +  > 9 - n  
= 3  

A contradiction! The l emma is proved. 
Now we consider the last case that  F 1 �9 = 1, F 2 �9 = 1 and Fj . /91  = 0 for 

j > 3 .  

L e m m a  7.3. Let (Moo,O~o), Fj, D1 be given as in Proposition 7.1. Suppose that 
FI " D 1 = 1, F 2 �9 D1 = 1. Then Moo has exactly two singular points besides rational 
double points, one of them is of type C2/Zt, 2, 1 (1 < l < 3) and another one is of type 
cg/z1,  3, 1- Moreover, 

B 1 = F  1 + F  z + E ,  B 1 =re(E) (7.8) 

where E is an exceptional curve of  first kind in minimal resolution IQoo of M~.  

Proof By adjunction formula,  it can be proved that  the connected componen t  in 
/~1 containing F 1 is a chain of rat ional  curves ending at F 2. Since the generic 
divisors in I/)11 do not intersect Fj(j > 3) if such Fj exist and the anticanonical  
divisor in Moo is connected, we conclude that/~1 is a chain of rat ional  curves with 
F 1 and F 2 as two ends. By L e m m a  6.1, we can further conclude that  
/~1 = F1 + F2 + E and E is an exceptional curve in / ~ t  of first kind. Also by 
L e m m a  6.1, one can easily prove that  at least one of x I , x 2 in M ~  must  be of type 
C2/Z1, 3, 1. We assume that  x 2 is of type C2/Z1, 3, 1. 

Claim. The  singular point  x 1 can not be of type C2/Z1,3, 1. 
In fact, if x 1 is of type C2/Z1, 3, 1, then by L e m m a  6.1, one can easily show that  

DI'Ft2 = 1, F~I"F~2 = 1, Fzx. E . . . . .  1, F~I 2, F~2 5 ( l =  1,2). Let Moo-' be 
the surface obtained by blowing down E and F l l  in M ~  successively. If 
rq:)~oo~_M'o~ is the natural  projection, then n l ( / ) l ) 2 = / ) l z = 8 - n  and 
7~1(F21)2 = 0, rcl(F21 )' rcl(/~ 1) = 0. This rq(F21) induces a fibration of _M ~ over  
CP' with generic fiber CP 1 such that  n 1 (/51 ) is contained in fibers. It  contradicts  to 
the fact that  the generic/5~ is irreducible and zt~(/)l) 2 > 2. So the claim is true. 

Thus x~ is of  type C2/Zt, z, 1, where 1 < l < 3 and l = 3 only if n = 6. The 
lemma is proved. 

L e m m a  7.4. Let (M~,9oo), E, F 1, F 2, D1 be 9iven as in last lemma and 
n l  = F1 q- F2 -k- E. Then [6Kff~l is free of base point. 

Proof W e  first remark  tha t  by L e m m a  6.1, the generic divisor in IDI[ does not  
intersect B 1 outside the singular points x I, x z. By L e m m a  7.3, we have B 1 =//:(E),  
where E is defined there. 

Claim 1. B 2 = ~ .  
We prove  this claim by contradiction.  Suppose that  B 2 = ~ ,  then Bx = B 2. 

Fix an irreducible divisor in [D 11, say D 1 for simplicity. Then a 2-anticanonical  
divisor in 12K~)l is the sum of two anticanonical  divisors if it contains D~. On the 
other  hand, by L e m m a  5.2, we have h~  Kf f ) )  = 10 - n, 
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h~ 2K~  ~) = 28 - 3n, where n = 5 or 6. Thus there is a global section S~ of 
H~ 2 K ~ )  such that  {Sf  = 0} does not contain D~ and intersects with D~ at 
17 - 2n points outside B1. By L e m m a  7.3, we may assume that  x~ is the singular 
point  of type C2/Z/,2, ~ (1 < l < 3). Let n: t_Tx I ~ U~I be the local uniformization of 
Moo with ha(0) = x~ and f2 be the holomorphic  function locally representing n* S~ 
in t.7~. Then f2 is invariant  under the action of Z/,2,~, i.e., a'f2 =f2, where 
a ~ Z/, 2.1 is the generator.  Then we can choose a local coordinate system (z~, z2) on 
tT~ such that nl-l(D1) = {z 1 = 0} and a = o'/,2, 1 as defined in L e m m a  5.5. It 

4 /  4,1 follows from a-invariance off2 and f2 is a holomorphic  function on Zl , z2 , (zlz2) 2, 
Z211+ I z2, ZxZ~/+~ Then one can easily deduce 

io ({f  2 = 0}, nl~(D~)) > 41 (7.9) 

By L e m m a  6.1 and the above (7.9), we have 

1 8 - 2 n  = 2 5 cog. + 2  5 COg,~ 
Bt Dx 

, 1 
__5+ 17-2n+ iot{f2 =0},~i-1(o1)) 

1 
> - + 18 - 2n (7.10) 
= 3  

A contradiction! The claim is proved. 
The above claim implies that the base locus of 1 2 K ~  I consists of finitely many  

points. Define 

co 2 ~k = 3log IIS2pl[g~ (7.11) 
p o 

where N2=h~ 2 K ~ ) ) - I  and {S~p} is an o r thonormal  basis of 
H~ 2 K ~ )  with respect to goo. Then ~ is smooth  outside the base locus of 
1 2 K ~  I. The rest of the proof  is exactly same as that  from (7.2) to the end in the 
p roof  of L e m m a  7.1. 

Now Proposi t ion 7.2 follows from Lemma  7.2, 7.2 and 7.4. Then the proof  of 
Theorem 2.2 is completed.  

T-he discussions in previous sections also yield the following result on the 
degenerat ion of Kfihler-Einstein surfaces with positive scalar curvature.  

Theorem 7.1. Let {(M~,gi) } be a sequence of Kfihler-Einstein surfaces with 
C l(Mi) 2 = 9 - n (5 < n < 8). Then by taking the subsequence, we may have that 
(M - i, gl) converge to a Kfihler-Einstein orbifold (M| goo) in the sense of Proposi- 
tion 4.2 satisfying: 

(1) /f n = 8, then Moo has at most one singular point of type C2/ZI, 2, 1 (2 <-- l < 7) 
besides rational double points; 

(2) / fn = 7, then Moo has either only rational double points or two singular points of 
type C2/Z1,2, a besides rational double points; 

(3) if n = 5, 6, Moo has at most two singular points of type C2/ZI, 2, 1 or C2/Z1, 3, 1 
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(1 _< 1 -< 3) besides rational double points, moreover, in case Moo has two of such 
singular points, one of them must of type C2/Z~, 2, 1, while another one is of type 
C 2/ZL  3, 1. 

This theorem generalizes some results of M. Anderson [An] and Nakajima 
[Na] on the Hausdorff convergence of Einstein 4-manifolds with positive scalar 
curvature in case of complex geometry. Precisely, this theorem gives the reduction 
of quotient singular points in the limit Einstein orbifold which is the Hausdorff 
limit of a sequence of K/ihler-Einstein surfaces. As we have already seen, such 
a reduction is, in general, completely nontrivial. In fact, we expect that M~ in 
Theorem 7.1 has only rational double points as singular points. If it is true, then we 
have stronger partial C~ than that in Theorem 2.2 and can simplify a lot of 
technical computations in section 2 and Appendices. 

Appendix 1. Proof of Lemma 2.4 

In this appendix, we will prove Lemma 2.4 stated in section 2. First we will prove a proposi t ion 
concerning the evaluation of  rational integrals. 

L e t f b e  a holomorphic  function defined in the ball BR(O) c C 2 with center at the origin o. For  
simplicity, take R = 1. For  any ~ ( 0 ,  �89 xeB~(o )  and ~ > 0, we write 

d V  
1d f, ~, x) = ~!..~, 

ifj ~ 
where d V  denotes the s tandard euclidean volume form on C 2. 

Then we can associate a local analytic invariant ~x(f)  to f a t  any point x in B~(o) as follows, 

~ , ( f )  = sup{~13~ > 0, s.t. / d  f, ~, x) < ov } (A.I.1) 

Note that ~x(f)  is independent  of choices of local holomorphic  coordinates at x. 
We would like to evaluate ~x(f)  in terms of the geometry o f Z  I at x, where Z f  is the zero locus 

of f i n  B 1 (o). Obviously, if x q~ Z f ,  then ~x(f)  = + ~ .  Furthermore,  by some elementary computa-  
tions, one can easily check that if x is the smooth point of the reduced curve (Zr)r~ d of Z I in B~(o) 

1 
and m is the multiplicity o f Z  I at x, then ~x(f)  = - .  Note that (Zf)ro d is defined as follows, write 

m 
Z f  = OtlZ 1 + . . .  + ~kZk, where Zi(1 < i < k) are distinct irreducible components  o f Z  I in B~(o), 
then (Zf)re d = Z1 + . �9 �9 + Zk. Therefore, it suffices to evaluate ~ ( f )  at the singular point of 
(ZI)~ d in B~(o). Without  losing generality, we may assume that o is the unique singular point of 
(Zr)r~d in B~(o). 

2 t J Given any local coordinates (z 1 z 2) of C at o one can expand f i n  a power series ~ >~ a..z! z~ 
�9 . ' ' ~ t , j  = t~ t j  l 

m a small ne ighborhood ofo.  Then we define the Newton polyhedron N ( f )  o f f  as the convex hull 
of the set { ( i , j ) zR+ x R+,  (0, + 00), ( + or ,  1)]aq # 0} in R z. The boundary t3N(f)  intersects 
with the line {x = y} in R 2 at a point  (x I ,  Yl), where x, y are euclidean coordinates of R 2, x f  = yy. 
This x :  is called in [AGV] the remotedness of N ( f ) ,  denoted by r(N( f ) ) .  Since N ( f )  obviously 
depends on the choice of local coordinates C 2 at o, so does r(N( f ) ) .  However, we have 

Proposition A.I.I.  Let f b e  9iven as above. Then there are a sequence o f  coordinate system (zr~, Z"i) o f  
C 2 at o such that for  the associated Newton polyhedron N z ( f )  in the coordinate system (z'~, z'~), we 
have r ( N , ( f ) )  < r(N~,( f ) )  i f  m < m' and % ( f )  = l imm. ~ r (N , . ( f ) ) - i .  

1 
Proof. It is clear that  % ( f )  < - - .  W r i t e f = f  k +fk+l  + . . . .  where each fj  is the homogeneous  

m o 

component  o f f  with degree j,  k = mulL( f ) .  Obviously, ko > too. Take a < m o  1, then for any 
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e > O ,  
d V  

~ < + ov (A.1.2) 
B�89 BE(o ) 

a b I By a linear transformation, we may assume that f~ = z l z 2 [ I i = l  (z I + piz2) c' with ixi 4 = 0 
distinct, a >= b >= c i (i = 1, 2, . . . , 1) and a + b + ~ =  1 ci = k. Let N ( f )  be the associated Newton 
polyhedron in R E of f i n  this coordinate system. 

Case 1. ~ N ( f )  c~ {x = y} n {x + y = k} # ~ .  Note that in this proof we always use x, y to 
denote the coordinates of R 2, z~, z 2 to denote the coordinates of C 2. 

In this case, we will prove that % ( f )  = 2/k. In fact, for ?J > 0 sufficiently small, we have 

d V  d V  d V  
I~(f ,  a, o) = I - l ~ + ~ (A.1.3) 

Bo(o) If[ 2~ Ixl < tYl ' ~ '  lYI-< I~l Ifl2~ 
[xl z + lYl 2 < 6 Ix12 + lyl z < 6 

<-- I ay ^ dy ^ a~ ^ a (  

lYI <-'~ [Y[ 2k~- 2 ~" ~ I  Y kfm(Y~, Y) 2~ 

m ~ = k + l  

dx /x d2  ^ d r  I /x dO 
+ I 

Ixl <= ,~ 2k~- 2 rl b I xtl) 2~ 
I,I _-< ~ Ixl I ]  (1 + #,rl) ~' + ~ x-Rf , , (X,  

i = l  t n > k + l  

2 
It follows that l~(f ,~ ,o)  < + oo only if c~ < - .  On the other hand, by our assumption, 

k 
k 

b + 21=1 c~ > a, a > b > % so max{ce, b, a} < - .  Thus both polynomials ~"I]l= 1 (~ + g~)~' and 
2 

k 
r/blql= ~ (1 +/~r/)  ~' have roots with multiplicity __< - .  We also have 

2 

y -k f , , ( y~ ,  y) = O a t y = 0  
m > = k + l  

x-k fm(X,  Xtt) = 0 at x = 0 
m > k + l  

2 2 
Therefore, for 6 sufficiently small, both  integrals in (A.1.3) are finite if ~ < - .  So cto(f) = - .  

k k 
Actually, we have already proved that l~(f ,  a, o) has a upper bound depending on 6, c~ and the 
upper bound of If[ in B~(o). 

Case 2. ~3N(f)  c~ {x = y} c~ {x + y = k} = ~ .  
Now a > b + y'~= 1 %  Let L(u, v) = {ux + vy = 1} be the unique line containing the segment 

of O N ( f )  having nonempty  intersection with {x = y} in R 2. Thus ao( f )  = r ( N ( f ) ) - i  In the 
following, we may assume that L(u, v) is not vertical. In fact, if L(u, v) is vertical, then by Fubini 
theorem, one can easily check that I t(f ,  e, o) is finite iff c~ < r ( N ( f ) ) - 1 .  Note  that r ( N ( f ) )  is the 
distance of the line L(u, v) from y-axis in R 2. Let (i,j) and (i' ,j ') be the two end points of 
L(u,  v ) ~ O N ( f )  with i > j ,  i' < j ' .  We further have that i > i ' , j  < j '  and i' + j '  > i + j .  A simple 
computa t ion  shows 

j ' - j  i - i '  

ij' - j i "  ij' - j i '  

8 
Then there are integers 8, /~ ~7 such that  u = - , v  = ~- and 8, f a r e  coprime. 
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Define a polynomial  fL by ~.~.t+L ,, ~)~ou(f)auz]z~" There are at most  i terms in f~. This 
polynomial  f~ has the decomposmon,  

v 

fL(z , ,  zz) = cz'l'z~ [ l  (z (  + d~z~) ~'k (A.1.4) 
k = l  

where c # 0  and dl . . . . .  d, are distinct constants.  Note  that  ~ ,=~f l t t ,  + i' = i ,  

~ ; = 1  ~t% + J  = J ' .  For  6 > 0 sufficiently small, let 61 = J ,  5z = 6 t~, &' = min {61, 62 }, then  we 
have 

d V  ]w112~- Zlw2121ff- 2 dwl ^ d~ 1 ^ dw 2 A d~ ~ 
+ C. 

I f (w~ w~)l 2~ 
Izal _-<~a Iw,I _-<~ ' 

Iw~t < ~ 2c~ - 2 ~ +  2 Igl _-< x Iwzl2~'?- 

dw 1 ^ d~ l ^ drl ^ dq 
v 2 a  

dw z ^ d~ 2 ^ d~ ^ d (  
v 2~  

(A.15) 

where f = f - - f L "  It follows immediately f rom (A.1.5) that  Ia,(f, ct, 0) < + ~ only if c~ < - -  

~7 Since w (  ~ f ( w ~ ,  w(r/) = 0 at By the definition of r (N( f ) ) ,  we have i', j < r ( N ( f ) )  - c~ + / ~  " 
~ 

w l = 0  and w 2 ~ f ( w ~ , w ~ ) = a t  w 2 = 0 ,  one can  easily show that  lo,(ct, f, 0 ) < o o  if 
1 

max l _< k _<v {/~k } < - and ct < r ( N ( f ) ) - 1 .  Thus  if/1 k < r ( N( f ) )  for all k, then lo,(ct,f, 0) < oo iff 
0~ 

ct < (r(N(f)))  -1,  i.e., c%(f )= r ( N( f ) )  -1 and  the propos i t ion  is proved. Otherwise, there  is 
~7 i 

a I% > r(N(f) ) .  For  simplicity, say k = 1, i.e.,/+1 > r (N( f ) ) .  Then by the fact tha t  ~ + / ~  > ~, we 

der ive/~ = 1, ~ > 2. Note  tha t  other/~k for k > 2 are all less t han  r(N(f) ) .  
Making  a t ransformat ion  (z 1, z2) ~ (zl + #1z2, z2), we ob ta in  a new local holomorphic  

funct ion g at o withfk as the first homogeneous  term gk" Also we observe that  all points on  ON(f )  
below (i,j) are unchanged  and are still the ones on ON(g) below (i, j )~  8N(g). Pu t  N o ( f )  = N( f ) ,  
N~ ( f )  = N(g). No te  that g is jus t  the funct ion f i n  the new coordinate  system. The  above process 
can be carried ou t  successively to obtain Newton  polyhedrons  No( f ) ,  N l ( f )  . . . . .  unless for some 
m, Oto(f) = r (N , , ( f ) ) -  ~ and the proposi t ion  is proved. Suppose tha t  such a m does not exists, then 
we have  a sequence of Newton  polyhedrons  No(f ) ,  N l ( f ) ,  �9 �9 �9 in R 2. Moreover ,  the pa r t s  of 
gNm( f )  (0 < m < 0o) below the line {x = y} are all same. Then  one can easily check that 
l i m , , + ~ r ( N , ( f ) )  = i. By previous discussions, l~(f, ct, 13) < + 0o for sufficiently small 6 > 0 if 
ct < i -x ,  and Cto(f) < r (N, , ( f ) ) -1  for all m. Thus Cto(f) = i - t ,  the  proposi t ion is proved. 

L e m m a  A.L2. Le t  M be a smooth complete intersection o f  two quadratic polynomials in C P  4 and 
S be a global section in H~  K ~  6) such that its zero locus Z(S) contains no curve with multiplicity 
9 and Z(S),,d is not  a union o f  two lines and a curve o f  degree 2 intersecting at one point. Then there is 
an e > 0 such that  for  any ot < 19 + e, 

dVo < + o0 (A.1.6) 
IlSliJ" 

where ~ is any f i x ed  K~hler me t rk  on M.  

Proof. By our assumption,  there are finitely many po in t s  x~ . . . . .  x + s M  such tha t  for any 5 > O, 
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< ~ (cf. Fact( t)  in the proof  of Lemma 2.3), 

I dVo < + oe (A.1.7) 
M\U'=LB, Ix; 0 ) [bSl[~/3 

where B~(x~, O) is the geodesic ball at xl with respect to 0. At each point x~, the section S is locally 
represented by a holomorphic  function f ,  we define ~x (S) = ct x (f~). This ctx (S) is in fact indepen- 
dent of the choice of local representations of S. T h i n  one ~an easily s~e that  the lemma is 
equivalent to ~x (S) > 9 ~ + 2e for 1 < i ~ l, Suppose that  the lemma is false, then there is a x~, say 
x l ,  such that ~x'(S) < 91. We will derive a contradict ion to our assumption on S. 

Let (z 1 , Zz) ~e the local holomorphic  coordinates of M at x~, and S be represented by a local 
holomorphic  function fs,  then 

multo(fs) > ~o(fs) -~ = Ctx,(S) -~ = 9 .  (A.1.8) 

Claim 1. There are at most  one line of M through the point xa. 
We prove it by contradiction. Suppose that there are two lines L~, L z of M through x~, then 

there is a unique anticanonical divisor D = La + L 2 + E, here E is a curve of degree 2 with respect 
to K ; t  ~ and x x e E .  Note that  by smoothness  of M, La, L2, E must intersect to each other 
transversally at x~. By K ~  1 'L~ = 6 for i = 1, 2, we have that 2L 1 + 2L 2 ~ Z(S). Let l~, 12 be local 
defining functions of L~, L2, then fs = 1212h. By H61der inequality, the facts that  ct x (S) _-< 9 ~ and 
%(I t 12) = 1, we derive multo(h ) > 7. Thus 8 = (K~ 6 - 2Li)" L i > 9 unless 3L i c Z(S)' for i = 1, 2. 
Hence, 3L~ + 3L2 c Z(S), i.e.,fs = (l~ 12)3hI. Now multo(h ) > 6. We claim that mult0(h) > 7. In 
fact, if not, then by Proposi t ion A.I.1 and ax,(S ) < 19, for any p > 0, there is a local coordinate 

i j 
system (z~, z2) such that h~ (z~, z2) = ~,ij >_- 0 aijz~z2i i at (0, 0) and a~j = 0 if either -6 + p- < 1 or 

i j 
- + - = 1, j => 1. In particular, the lowest homogeneous  term f~2 ~  is of form l~12z1.3 3 6 Thus by 
6 p 
Proposi t ion A.I.1, % ( f )  > 16 unless one of L 1, L 2 is tangent to {za = 0} at x~. Assume that  L~ 
does so. If 4L1 0g Z(S), then 

9 = (6K~ '  - 3L, ) 'L~  = 3 + {hi = 0 } ' L ,  

> 3 + inf{2i +jla~  4= 0} 

>_-3+ 13--- 16 

A contradiction! Therefore, 4La ~ Z(S). One can actually prove that 5L~ = Z(S). Choose local 
coordinates (za, z2) such that  L i = {z i = 0} for i = 1, 2. By Proposi t ion A.I.1 and ~o(S) < 19, if we 

wri tefs  = z]z3h2(z~., z2) where 8 > k > 5, then h:(z~, z2) = (z, + z~) 9-k + ff2(z~, Zz ) and h" z does 
not have terms z'~z~ with i + j/fl  < 9 - k. By some direct computations,  we can obtain Cto(S) > 19, 
a contradiction! Thus we must  have that multo(h~) > 7, so multo(fs ) > 13. Since KM 6" E = 12, we 
conclude that E ~ Z(S), so S = S " S  s, where Ss is a global section o f K ~  s . By H61der inequality, 
a ~ ( S s ) < ~ .  Repeat  the above arguments  for S~, we can conclude that  S ~ = S " S a  with 

e~,(Sa) < x6. Inductively, we finally obtain S = (S') 6. By the definition of S', it contradicts to our 
assumption on S. Therefore, Claim 1 is proved. 

Claim 2. There is no line of M through x~. 
If  not, by Claim 1, there is exactly one line Lt of M with xa e L~. As before, 2L~ c Z(S). By the 

above arguments in the proof  of Claim 1, it follows from ex, < 9 x that multo(fs) > 10, where f s  is 
the local holomorphic  represeritation of  S at x~. 

Letfk be the lowest homogeneous  term offs  at x~. We may assume that there are ka, k z with 
k~ + k~ = k satisfying 

k~ = max{l l , /21l  I + lz = k, zt~'zt2 ~ is in f ,}  (A.1.9) 

In particular, k~ > k 2. Give a partial order  on monomials  z~z~ . z~z  2 ' '  '~" ~' '~ < z)'z~ if l~ < l'~. Let z{~z{ ~ 
be the smallest term infk with respect to the above partial order. Ifj~ < j : ,  then by the proof  of 
Proposi t ion A.I.1 and Ctx,(S)<~9, k > 18. Choose an anticanonical divisor S' such that 
Z(S') = L~ + D and D is tangent  to L~ at x~. By Claim 1 and the properties of  M, the divisor D is 
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irreducible and  s m o o t h  at x 1. If Z(S) does not  conta in  D, then  

18 = Z(S).D > 16 + 2L i ' D  = 20 

A contradiction! So Z(S') c Z(S). Inductively, we can prove S = (S') 6. But mult• ((S') 6) = 12. It 
contradicts  to that  k > 18. ThUSjl  > J a .  In particular,  k 1 > k 2. Note  that  the sam~ a rgumen t s  as 
above show that  k < 14. By the geometric  propert ies of  M, one can easily check that  there are 
exactly five curves Di(1 < i < 5) of  degree 2 th rough  the point  x I and with distinct tangent  
directions at x 1 . I fk  = 14, then Z(S) = 4L~ + 2 ~ =  ~ D t . It implies that  Ctx~(S ) > 4, impossible! If 
k = 13, then 4LI + ~ =  ~ D~ c Z(S). One  can also show that  it will be against  our  a s sumpt ion  
ct x (S) < 91. Thus  k < 12. Since ct~ (S) < 91,jl > 9 and  j2 < 3, where z 1 ~'z 2j2 is the smallest  term infk. 

1 . . - a . t t  

Choose  an an t lcanomcal  sectxon S such that  Z(S ) = L~ + D', where D' is tangent  to {z~ = 0} 
at  x~. 

By Propos i t ion  A.I.1 and  c~ x (S) < 4, we can choose (z~, z2) such that  the Taylor  expans ion of 
q j 

fs at x I does  not  have terms zlz 2 with i(9 - J 2  - 6) +J(Jl - 9 + 6) < (9 - 6)(jl - J 2 ) ,  where 
6 > 0 is sufficiently small. T hen  if D' dg Z(S), we have 

Z(S)'D' > rain {2i +jlz~lz~ is i n f s  } 

> min{2i  +j[zeS2 is infs, i < 8} 

27 - 2jl " 
> 18 + - 3 2  0 - i) - 6 ' ,  (A.I.10) 

Jl - 9 

where 6' is small  and  depends  on 6. First  we a s sume  that  D'  is irreducible, then by (A.I.10), 
D' ~ Z(S), so S = S"" $5, where S 5 is a global section of  K~a 5. One  can compute  that  

dV o 3 
~ < m .  i f f l < - . 4  (A.I . l l )  

. ( 1  < ~ 3  T h e n  by ct x (S) = 9, we have ct x ($5) = 23. In fact, one can easily prove that  La is also tangent  to 
1 . . t 6 " ' > l  ~ 1 {z 1 = 0 } .  Inductxvely, we will conclude that  S = (S") . It implies that  ct ( S ) _  6 ~  ( S ' ) =  8. 

A contradict ion! Therefore,  D' is reducible. It will have distinct t angent  d i rectmn f f o m i h a t  of  La 
at  x 1. Then  we have that  j~ = 9,j2 = 3 and L~ = {z2 = 0}. By KM6"D ' = 12, Proposi t ion  A.I.1 
and  D' is tangent  to {zl = 0}, one can deduce that  5D' + 2L~ = Z(S). Then  by the a rgumen t s  in 
the  proof  of  Cla im 1, we will have either ctx,(S) > 19 or 9D' = Z(S). Since both  cases are impossible,  
we complete  the p roof  of  Cla im 2. 

F r o m  now on, we may  a s sume  that  no line of M passes t h rough  x~. Then  there is a pencil of  
ant icanonical  divisors such that  the generic one of it is irreducible and  vanishes  at X l of  order 2. In 
part icular,  it implies that  k ~ 12. 

By Propos i t ion  A.I.1 and  ~t~(S) < 9 l ,  we can choose local coordinates  (z~, z2) such that  
, s with the  Taylor  expans ion  of fs at x~ does not  have  terms z1z 2 

(9 - 6 - j l ) i  + (jl - 9 + 6 b < (9 - 6)(jl -Jz) ,  w h e r e j l , J z  are given in the proof  of Cla im 2, 6 is 
sufficiently small  number .  O n  the o ther  hand,  we have an  ant icanonical  section S' such  that  its 
local ho lomorph ic  representat ion h s, is of form zlffl(z l, z2) + z3h'2(z2) at x 1. 

Case 1. Z(S') is irreducible. 
If Z(S) does not  conta in  Z(S'), then  

24 = Z(S)" Z(S') 

> min{2i  +jlZ~xZS 2 is i n f s  } + min{i  +jlz~z~ is i n f s}  

> 18 + 9 = 27 

A contradiction! Thus  S = S' .S  5. An easy compu ta t i on  shows that  ~ ,  > �88 so c~x,(S5) < ~ .  

Case 2. Z(S') is reducible. 

By Cla im 2, the divisor Z(S') consists  of  two curves D 1 , D 2 of degree 2 such that  bo th  D 1 and  
D 2 are s m o o t h  at x~, D~ is tangent  to {z~ = 0}. As in Case  1, we have  D~ c Z(S). Let 9 z b e  the 
defining equa t ion  of  D1 at xx,  then % ( g l ) =  1. So if we decompose  f s  = g l f  then  % ( f ) <  is, 
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mul to( f )  < 11. Then one can deduce 2D1 c Z(S). In fact, the same arguments show that 
3D 1 c Z(S). On the other hand, arguments in the proof  of Claim 1, one can show that 
k = multo(fs) >= 10. Thus if D 2 r Z(S),  we would have 

12 = D z . Z ( S  ) = 3D 2 ' D 1 + Dz(Z(S ) - 391) ) 

> 6 + 7 = 1 3  

A contradiction! Therefore D2 c Z(S), i.e., S = S'S 5. Also 7~(S) -< ~ .  
Inductively, we can prove that S = (S') 6, then ~xl(S) > ~. It contradicts to our assumption.  

Thus the lemma is proved. 

l_emma A.1.2. Let M be a smooth cubic surface in CP 3 and S be a section q[ 'K~ 6. Assume that 
Z(S)red is not an anticanonical divisor consisting of  three hnes intersecting at a common point. Then 
there is an e > 0 such that for c~ <= z + ~, 

~ ii;ll!i/---~" 3 < ~ (A.l.12) 

where 0 is any given Kfihler metric on M. 

Proof As in the proof  of last lemma, it suffices to prove that ctx,(S) > ~} for 1 -< i _< l, while 
~ (S )  > 91 for any x 4= xi (1 __< i _-< l). Assume that ~ , (S)  _-< ~, we will derive a contradiction. Since 
the proof  is identical to that of last lemma, we just sketch it. Note that there are at most two lines 
through xl .  

Case 1. There are exactly two lines L~, L 2 of M through x I . 
In this case, there is an anticanonical section S' o f K ~  ~ with Z(S')  = L~ + L2 + L3, where L3 

is a line of M not  through x~. Then as in the proof  of Claim 1 in Lemma A.I.1, either 4L t + 3L 2 or 
3L1 + 4L2 is in Z(S). But L 1 .L  3 = 1, L2"L3 = 1, so L 3 c Z(S), i.e., S = S"$5.  One can directly 
compute  that c~x,(S') = 1, so c~,(Ss) < I. Inductively, one can show that S = (S ' )  6, then ~ , (S)  > ~. 
A contradiction. 

Case 2. There is exactly one line La of M through x 1. 
Let S' be the section of K ~  1 with Z(S')  = L~ + D, where D is an irreducible curve of degree 

2 containing x~. As before, 2L~ c Z(S). L e t f  s be the local holomorphic  representation of S in 
some local coordinates (z~, Z2) , and l~ be the defining equation o fLa ,  thenfs  = l~h, multo(h~) > 7 
and %(hl) < ~. Letfk, hk._2 be the lowest homogeneous terms of fs ,  h, respectively. Then we may 
assume that hk_ 2 = z~z~ ~ + . . .  and any term z~z~ in hk_ z has the property: i > J l .  If L~ is not  
tangent  to {za = 0}, thenfk = 2zl'z;2 ~ +2 + . . .  satisfying: 2 4 :0  and no z~z{ infk with i < Jl .  By the 
proof  of Proposi t ion A.I.1, Jt > 9, so k > 11 and 3L~ c Z(S). Consequently, it follows from 
L 1 .D = 2 that D c Z(S),  i.e., S = S' "$5. If L~ is indeed tangent to {z~ = 0}, then we can prove 
that 4L1 ~ Z(S), so D ~ Z(S), otherwise, 

1 2 = D - Z ( S ) > 4 L ~ ' D + ( k - 4 ) > 8 + 5 =  13 

A contradiction! 
Therefore, we always have S = S "  S 5. Then inductively, one can actually prove that S = (S') 6, 

so c%~(S) = 6xc%(S ') > ~8. A contradiction. 

Case 3. There is no line of M through x~. 
Let S' be the anticanonical section vanishing at xt of order 2. Then Z(S')  is irreducible. If 

Z(S ' )  c Z(S), then S = S "  S s, where $5 is a global section of K ~  ~. One can directly check that  
ctx~(S') = ], so ~x,(S5)< ~ .  In particular, S 5 vanishes at x 1 of order at least 8. Thus by 
Z(S~) .Z(S ' )  = 15, we conclude Z(S ' )  c Z(Ss). Inductively, we have S = (S') 6, so 
ct~(S') = ~6~,(S') > 9 x. A contradiction. 

Now Z(S')  r Z(S). It implies that k = multo(fs) = 9. By Proposit ion A.I.1 and e~,(S) < 9 x, we 
can choose local coordinates (z~, z2) such that fs  does not  have terms zi~z{ in its power series at x~ 

if / + J < 1, where p is a sufficiently large integer. In particular, the lowest homogeneous  termf~ of 
9 p 

f s  is z 9. By using the holomorphic  t ransformation of form (z~, z2) ~ (zl + ~ z_ ~ b~z~, zz), we can 
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eliminate the monomials z 1 "z 2~ for I => 1 in the Taylor expansion of fs at o. Then the proof of 
proposition A.I.1 implies that either ct (S) > 91 orfs  contains a curve with multiplicity 9. Both 
cases are impossible! Thus we also deri~'e a contradiction in Case 3. The lemma is proved. 

The Lemma 2.4 in section 2 obviously follows from Lemma A.I.1 and A.1.2. 

Appendix 2. The Proof  of Proposition 2.1 

Let { f / } , > l  be a sequence of holomorphic function in the unit ball Bt(o) c C  2 with 
l i m , ~ f ~  = f +  0. We want to prove that for ct < inf~Bdo){a~(f)}, 

dV dV 
lim ~ = 8!~o) ~ | B~(o)if~lZ= ~' i f l2 ~ (h.2.1) 

where dV is the standard euclidean volume form. 
As before, we denote by Z ( f )  the zero locus of f and Z(f)rr d the sum of distinct irreducible 

components in Z(f) .  Without losing the generality, we may assume that Z( f )~d  is smooth outside 
1 

the origin o. Then a~(f)  = - -  for x 4= 0, where m~ is the multiplicity in Z ( f )  of the irreducible 
mx 

component  of Z( f ) , ,  d containing x, m~ = 0 if xeZ(f),~d. On the other hand, m~ is the Lelong 
number of (1,1)-positive current O J l o g l f l  2 at x. By the estimate in [TY], for any small neighbor- 
hood U of o, and any fl < minx~ ndo){ctx(f) }, there is a constant Ct:,/~ independent of i such that 

dV 
2# < Ct:.B (A.2.2) 

B~lo)\t: ILl 
It implies that 

dV dV 
lim ~ = ~ (A.2.3) 
i~ooB,(o)\u lf~l 2# BVo)\U lfl 2~ 

therefore, by the famous Fatou's  lemma, in order to prove (A.2.1), it suffices to find a small 
neighborhood U of o such that 

dV <= ~ dV (A.2.4) 
lira u {fil2" v l f l 2 "  
i~oo 

Lemma A.2.1. Suppose that for sequence {FI} i ~ l  of holomorphic functions in a neighborhood of 
o with l im/ ,o~F ~ = F * O, there is a constant C~independent ofi  such that for a < %(F) 

dV 
!, z c, < (a.zs) 

where U is a fixed small neighborhood of o. Then (A.2.4) is valid. 

Proof Since a < ~o(f), by taking U smaller if necessary and using Proposition A.I.I, we can 
choose local coordinates (z~, z2) at o such that we have the following expansion o f f  

n (f) 

f ( z , ,  z2) = z','z~" 1-I (z{ 1 + )'~z~) p" + fR(zi, z: )  
v = l  

where 

=fa(z~, z2) +fs(z l ,  z2) (A.2.6) 

1 
(I) ix,j2, Pv <-, v = I, I ..... n(f). 

O~ 

(2) A is a line segment in the first quadrant  R 2 of R 2 a n d f  a contains exactly terms ZlZ 2 k  ! in the 
expansion of f with (k, l)~ A. 
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(3) For  any term z1z 2 k  l in the expansion offR (k, l) lies on the right side of the line in R 2 con- 
taining A. 

(4) ~ < r (N( f ) ) -  l, where r(N(f))  is the remotedness of the associated Newton polyhedron of f i n  
local coordinates (z 1, z2). 

Define el = Kmax~7 {[f~ - f [ } ,  where K >_- 2 is a constant determined later. Then 

dV 
lira ! (A.2.7) 
i~oo Ifil 2~ 

f 1 dV ~ dV 
< lim ~ ! l - ~  + 2-----7"~ 

,~  ~ tsI _-< ~, I f ,  I J 
u 

dV dV =!--  
ifl2 ~+  lim ~ if~12= 

u 

Therefore, it suffices to prove that the last integral in (A.2.7) tends to zero as i goes to infinity�9 
We may take U to be {(zl,zz)~C2l[zl[ ~ 6iL [z2[ __< 6A}. In the following, all integrals are 

taken on the subsets of U as specified. 
We decompose the last integral in (A.2.7) into three parts Jil(ei), J~2(e~), J is(ei)and estimate 

them individually. First we deal 1 with Jn(ei). For  that, we put z 2 = ~ , ,  z i = w i ~ ,  

�9 . t = e ~ '  then m = i l i 2  +JlJ2 +lz l l~ , ,=lP~,~i  ,, 

dV 
J.(~,) = j I f~ l  2 :  (A.2.8) 

Ifl < ~:, 
Iz~l" _-< Iz21 '~ 

Iwl2S, - 2 + ~ : d w  ^ d m  A de ^ d (  

I f l  < *, [fi(wi2~' W/') [2<'  

6, < Iwl, lx' l  < I 

[wl2tA + ,, - l - m~)dw ^ d m  ^ d~ ^ d (  
= J ,  $ 

iSl z ~, l l~l i, H (~ + 2~)~, + w-"fR(w~wJq + (f~ - f ) l  2= 6,_-< Iwhlr < 
v = l  

By the definitions of 6i and fR, for 6 i ---< Iwl < 

Iw-mfR(w'2~, wj,) + w-m(f~ - - f ) l  < C3 + K -~ (A.2.9) 

m 
where C is a constant depending only on fR. Since r ( N ( f ) ) = ~ ,  we have that ai 1 < 1, 

p~' a < 1 and m~ - j t  + 1 - i 2 < 1. Thus if we choose K sufficiently large and 3 sufficiently small, 
by Fubini theorem and (A.2.8), (A.2.9), one can easily see lim~. ~ J , (e i )= 0. Similarly, one has 
limi~ooJi2(ei) = O. Note  that 

dV 
j,~ = ~ If~l ~= (m.2.10) 

Ifl < ~, 
Iz~l ~ 6 Iz~l '~ 

Next, we estimate J~3(ei), which is dominated by the following integral 

f z  I _ ~  ' 

(A.2.11) 
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Define ho lomorphic  functions Fi, F by 

Fi(zl ,  z2) = ~ , 0 z2 

F(z l ,  z2) =fA(z 1 , z2) (A.2.12) 

For  i sufficiently large, those functions are well-defined on U with l iml .ooF  i = F and 
o~ < %(F) = r (N( f ) ) -~ .  By the definition in (A.2.11) and  (A.2.12), we have 

12 + J r  m ~  

Q( f i ,  ~t) = 3 i 2 - - I x f~ (F  i, ~) (A.2.13) 

It follows from our  assumption of the lemma that  lim~ ~ ~ Q(f~, c0 = 0. Then,  the lemma is proved. 

It remains to verify the assumpt ion  in Lemma A.2.1. We will complete it by induction.  For  
simplicity of notat ions,  we assume that  F~ = f ,  F = f  By the proof  of Proposi t ion A.I.I, there is 
a local coordinate  system (z 1, z2) such that  either c % ( f ) =  r (N( f ) )  1, where r (N( f ) )  is the 
remotedness of the associated Newton  polyhedron N ( f ) ,  or f ( z l ,  z 2 ) =  zil'z~ ~ + fn ( z l ,  z2) with 
~o(f )  = i (  1 < j~- i  and pl + l > pi 1 +J l  for any term z l z  2 k  t infR ' where p is a sufficiently large 

i, j, +f~R,where integer. First  we assume t h a t f i s  in the second case. Then we can writef~ =fu .  + za z 2 
f~L consists of all terms z]fl z inf~ with pk + l < pia +J l .  By the ho lomorphic  t ransformat ion  of 
form (z~, z2) --t (zl + Ek _> i z~, z2), we may further assume t h a t f L  does not  have the term z~l ' -~z~ 
with l > j ~  + 1. Note  that  l i m ~ f  L = 0, l im i~ f~R  =fR.  Fur thermore ,  by holomorphic  trans- 
formation,  we may assume that  each f~ L does not  contain  any term z~ ' -  ~z~ with l > J1. 

Iffl/. = Zpk + t< pq +]1 akl(i)~] ~ '  we define 

{[au(i), pi' + j ' l  } e~ = K max pk - t (A.2.14) 

where K is a large constant  independent  of i. We decompose 

! I + I + 
If~12" l~,I =< Iz,l'l~,i _>- ~, I'~'I--< IzrlIz~l >_-,", I;; ~ IJalz~ 

= Jl=(f~, e,) + J2=(L, e,) + Q(f~, ~) (A.2.15) 

It is easy to show (cf. the proof  of Lemma A.2.1) that  bo th  J~( f~ ,  e~) and J2,(f/ ,  ei) are uniformly 
bounded  if K is sufficiently large. Put  gi = e~ -(p~' +Jl)fi(efzl, ciz2). Without  losing generality, we 
may assume that  l i m ~ , g ~  = g. Obviously,  the ho lomorphic  function g is the sum of z'~'z~z ' and 

k I some monomials  b~zlz  2 with pk + l < pi I + j~. 

Claim 1. For  any point  x in B~(o), we have ~x(g) > So(f). 
We may take x to be 0 since the t ranslat ions on C 2 preserve the property that  ff is a sum of 

" " k 1 z'~'z~z ' and some monomials  buz ,z  2 with pk + l < pil +J l  and k < i~ - 1 or k = i, - 1, l <j~).  
Let No(g ) be the Newton po lyhedron  associated to g and  coordinates  (z~, z2), let zl' be the line 
segment in C?No(g) intersecting with the diagonal  line {x = y} in R 2. Define 

bktZlZ 2 where .q = .qa, 
(k, l)~d'  pk + 1 < pq +Jl 

Then we can write 

n(o) 

= I1 <; + 
v = l  

By the proof  of Propos i t ion  A.I.1, we have 

( 4' %(g) > max {r(No(g)), i'1, J'2, P 
1 5;v<-nl,q) 

b k I (A.2.16) klZ1Z2 

(A.2.17) 

(A.2.18) 
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On the other hand, we may assume p so large that there is no integer pair (k, I) in R 2 with 
pk + l < pi~ + Jl, k > i 1 and k > I. In particular, it implies that r(No(g)), i' 1 ,J'2, P'v < i~. It follows 
that  %(9) > %( f ) .  The claim is proved. 

We also observe that multo(g~,) < i I + J l  and Cto(g) > cto(f) whenever mulL(g) = i I + J l .  
Thus by induction on c%(f), i~, il + J l ,  etc., we can verify the assumption of Lemma A.2.1 in this 
special case. Note  that il and i 1 +Ja are determined by the lower endpoint  of the line segment 
A (cf. (A.2.6)) of ON( f )  for a more coordinate system. 

Next, we may assume that in the local coordinates (z~,zz), c % ( f ) =  r (N( f ) )  ~ for the 
associated Newton polyhedron N ( f ) .  Let A be line segment in ON(f )  intersecting with {x = y} in 
R 2 with the properties stated as in (A.2.6) of the proof  of Lemma A.2.1. Note that n ( f )  >= 1. 
Furthermore,  ifj~ > 2, thenfa  does not have any monomials  z] z~ with k = i t + Jt ~ P~ - 1; if 
Jl = I, by the t ransformation of form (z 1 , z2) ---, (z 1 + cz'22, z2) and using the fact that i 1 ,J2 and all 
Pv are less than r ( N ( f ) ) - t ,  we may also assume that f~ does not have any monomial  zktz~ with 
k = i 1 + j 1 ~ , ~ 1  p~ - 1. 

We decompose f~ =f~L + f a  +f~R, where fu~ is the part  off~ consisting of all terms z~z 2 k  ~ with 
L~(k, l) < 0 and L d denotes the defining equation of the line containing A. By scaling, we may take 
U to be D1 x D1 in C z, where D,(r > 0) denotes the disk in C of radius r, a n d f t o  b e f  A. It follows 
that lim~ ~ ~f~a = 0. 

Claim 2. There are local biholomorphisms cki = Di~ x D~t --. D~ x D~ such that (i) converge 
uniformly to the identity as i goes to infinity; (ii) the Taylor expansions off~ o q~ at 0 do not contain 
terms z~z~ with either L a ( k , I ) < O  and k > k ~ = i ~  + j ~ ' v = , p ,  or k = k ~ - l ,  l >  j2 and 
L~(k, 1) 4= 0; (iii) l i m i ~ , f / o  q~ I = f o n  D~_ x D~. 

Note  that (k~,j2) is the lower end point of A with k~ >J2.  We define q5 i by equations 

q~i(zt,z2) = z l , z2  + th bk,(t ) lz2 (A.2.19) 
= l = 1  

where n~ is a large integer. Then one computes 

z~ z2 + qi + bkt(Ozlzz 
= = 

n~ J2 - a 

k ~ bk,(i)z~(z 2 + ~),-~ + O(ib12) (A.2.20) = Zsl(22 4;- ~ i ) '  nt- tZSl ~ Z2 

k = l  l - O  

where O(Ibl 2) denotes a quantity bounded by CZk, teolbk,] z. Let f~ =Zk ,  t>=oak,(i)z]z~ and 

f~ o (o~ = ~k,t>__ oCu(i)z]z~2 be the Taylor expansions, then lim~. ~ a~(i) = 0 whenever LA(k , I) @- O. 

Moreover,  for any (k, l) with l <J2 and n~ > k > k~, it follows from (A.2.20) that 

cu(i ) = ~ a,~(i)t bk_~j(i) rfi-~ 1 _~ O([b12) _~_ O(lal) (A.2.21) 
s.~=>0 j=0 J 

where O(Jal) denotes a quantity bounded by C~L,I~, t ) .  o lakt[ and we let b,_,~ be zero if k - s < 0. 

By Cauchy formula, one can show that those (�89 with LA(s, t ) *  0 converge to zero 

uniformly as i goes to infinity. We choose q~ < ~ satisfying 

lim r/i = 0, sup a~(i) ~ vii (A.2.22) 
i ~ ~, La(s , t) * 0 

By either using lmpticit Function Theorem or an iteration, it follows from (A.2.21) that there are 
{bk,(i )} with lim~. ~ bu(i ) = 0 such that  Ckt(i ) = 0 for those (k, l) with ka < k < n~ and l < Jz. We use 
these {bu(i)} in the definition (A.2.19) of qS', then these ~b; satisfy (i), (iii) in the statement of Claim 

k ~ w i t h n > k > k  1 , 1 < j ~ . N e x t w e  2 and the Taylor expansions o f f  o ~b'~ do not contain terms z t z  2 = 
construct  a local b iholomorphisms ~b'~ of torm (z~, z2) --* (z~ + ~k  >= ~ dkzk2, z2) to eliminate terms 

~' - ~ z~ inf~ o 4~'i with I > Jz and L a (k ~ - 1, l) 4= 0. Then our biholomorphisms ~b i are the composi-  
Z 1 

tions qS'~ o q~'i'. The claim is proved. 
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In particular, Claim 2 implies that the Jacobians Jac(~b~) of q~ are uniformly bounded on 
D~ x D~. Therefore, it suffices to prove that ~o, • o~ If~ ~ r - ~ d V  are uniformly bounded. For  
simplicity, we still denotef~ o ~b i byf~. Thus eachf~L does not contain any term z k z~ with La(k, l) < 0 
and either k > k~ or k = kl - 1, l > j~ .  

Since l i m ~  ~ofm = 0, without losing generality, we may assume that 

If~lc~ • op  --< ~ for all i (A.2.23) 

where 6 > 0 is a sufficiently small number determined later. 
Define m = ill 2 + J l J 2  + (~,1~ = 1 p~)i~j~ and 

1 

e~ = K max { [au(i)l~-~k-~, ILa(k, l) < 0} (A.2.24) 

_ _  k 1 Lemma A.2,2. Let h--~k, l>obklZ1g2 be a holomorphic function on D: x Da ~ C 2 such that 
b u = 0 / fLa(k ,  l) < 0. Then we have 

(i) for Ir < l, Iwl ~' < �89 I w ~  I < �89 

Ih(w~ ~, w/')l < (2lwl)mlhlcow~ • oo (A.2.25) 

(ii) for  1r < 1, [w[ i~ < �89 IwJ'~l < �89 

Ih(wi~, wi~ ~)l < (21wl)mlhlco(D~ • D 0 (A.2.26) 

Proof We just prove (i) here. The other case is analogous. For  any fixed r with I~1 < 1, by our 
assumption on ha, the function w-mh(w~r w i') is holomorphic in the domain Er = {Iwl ~' _-< �89 
Iw~r ~_ �89 Thus maximum principle implies that for 

sup Iw-~'h(w~r wJ')l =< suplw-mh(wi~r wJ')l 
E~ dec 

< 2mlhlc~ o, • ~0 

The inequality (A.2.20) follows from it. Similarly, we can prove (A.2.21). 
We then compute 

< J l  1 
t~ < Iwl<(�89 

Ir < 1.1w'~l<�89 

+ 
" J , /~ _-< ~ '~ I,/~l _~ ~' ~,/~ 

t , < ~  '~lz,I > ~, 

+ i~ j" 
t 

t, < [wt <~(�89 

Ir 1,1w"r <�89 

+ l~,(f,, ~) 

I dV 

iw12~, + 2j , -  2 -  2m~ dw ^ d~ ^ d~ ^ d (  
l 

v = [  

+ L)p, + w-.(f~L(w~,~, wJ,) +f,R(w~, wi,)) ~ 

iwlZ~ + 2j, - 2 - ~m dw ^ d~ ^ d~ ^ d (  

(I + ,L~) ~. + w-'(f~L(w ~, wJ'~) 
v = l  

(A.2.27) 

(A.2.28) 

= Jl~,(f.  ~) + J2~(fi, ~) + l~,(fi, ~) 

Since the nonzero roots 21.22 . . . . .  2t are distinct, we have 

2 = min{12~ - 2vl, 12~ - 2vl-~, 12,1,12~1, I,t~l-1, 12~1-~ I1 __< # < v __</} > 0 (A.2.29) 
1 

By (A.2.19) and Lemma A.2.2, for (�89 ~ Iwl _-> ~, I~1 --< 1 and I w ~ l  __< �89 

[w- '( f iL(w~r w j~) + f/e(wh~, w/~))[ < hA" K -  1 + 2"6 (A.2.30) 
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where na is the number  of the integer pairs (k, l) with L1(k, l ) <  0. Choose  K, 6 such that  
na K - 1 < ~ 2" and  2" § a 6 < ~ 2 " .  Then there is a constant  C~. ~, depending only on  2, ~, such that  
Jl~.(f~, c0 < �89 ,. Similarly, J2,,(f~, ct) < 2xC~.,. It follows that  

dV 
_! o~ If~l 2----S --< (i2 + j l )C~. ,  a + I , , ( f i ,  ~) (A.2.31) 

o~ 

Pu t  9~ = e~-'9~(ei~z~, ~z~) ,  then by taking a subsequence, we may assume that  limi~ ~o O = 9. 
Note  that  9 is a sum of f = f A  and some monomials  b~,tz]z~ with L ~ ( k , l ) < O  and 
k < k I = i~ + j ~ y ' ~ = l  P~, l < J2  if k = k 1 - 1. 

Lemma A.2.3. Let f 9 be 9iven as above. Then 

inf {~t~(0)} > % ( f )  (A.2.32) 
x~D 1 • D 1 

Proof Sincefdoes  not  conta in  any monomia l  z]l - lz~, any composi t ion of 0 with a t ranslat ion in 

C z is still a sum o f f n  and some monomials  bklzkzt2 with L~(k, l ) <  0 and k <= k l, l < j 2  if 
k = k 1 - 1. Hence, we may take x to be the origin in (A.2.32). Recall 

n ( f )  

f~ = z~'zJ22 I-[ (z~' + 2~z~2) m, i 2 >----Jl 
v = l  

Let A' be the line segment in ON(o) intersecting with the line {x = y} in R 2 and 04' be the 
k l polynomial  consisting of all monomials  b~,z I z 2 of O with (k, l )e  A'. As above, we can write 

n(o) 
Oa' = z'izJi 1-[ (zJi + 2'vz~)P; (A.2.33) 

v = l  

Then i' 1,j'2 < r (N( f ) )  = eo( f )  -1 and r(N(o)) < r (N(f ) ) .  

By the proof  of Proposi t ion  A. l . l , 'we  have the estimate 

~to(O) > rain {(i'1 ) -  1, 0";)- 1, r(N(o))-  1, ( p ; ) - i  } (A.2.34) 

Suppose that  one ofp '  v, say p'~ for simplicity, is greater than  % ( f ) -  1. By (A.2.32) and the definition 
of 9, we have 

n(g) n(f) 
i'~ + j'~ ~. p', < i I + Jl ~ Pv < 2r (N( f ) )  (A.2.35) 

v = l  v = l  

where the equality holds iffj2 = i I + J l  ~"~:~ P~ = r(N( f ) ) .  It follows t h a t j '  1 = 1 and i 2 >J ' l  = 1. 

By local ho lomorphic  t ransformat ions  at o, we may further assume that  i~ __> ~ .  
J1 

In case Jl = 1, we claim that  i~ = i 2. Suppose that  i 2 >_- i 2 + 1. Note  that  g contains  the 
monomia l  z~iz~ with l~ = j ~  + i ~ " ~  fv. Then  by La(i' l , j  2 + i'2~"~)1 p'~) < O, we have 

. (s~ ( . ( , , )  
i l i 2 + j 2  +i2 ~ P~>=i2i'l + J'2+i'2 Z P'~ 

v=l v = l  

> i'2p' , > i'2%(f) 

i r  "(f) ) 
i 2 +  1 i l i 2 + j 2 + i 2  ~ P~ 

v=l 

A contradict ion! Thus i 2 = i z. We define a new local coordinate  system (~1, z2), by setting 
t i2 :~1 = zl + 21z2, z2 = z, then 

n ( f )  

fa(-~1, z2) = (21 , ~(2 i,~j2 (2, /l,l)ZT. ~2)p, - -  , ~ 1 Z 2 )  g 2 1--[ ( ~ 1 J t  - - -  ' 

v f f i l  
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If either none of 2v is equal to 2' 1 or some 2Vo is equal to 2' 1 and i I + Jz + ~ v .  Vo Pv > P~'o' the 

function fa(21, 22) has the same properties offa  in (z 1, z2). The above arguments shows that 

% ( g ) > % ( f ) .  If some 2~ ~ is equal to 2' 1 , il +J2 +~v.voPv<Pvo,  then by the proof of the 
Proposition A.I.1, we have 

%(g) > -1 = Pro > % ( f )  

The lemma is proved in case Jl = 1. The proof of the case J2 --> 2 is analogous and a little bit 
complicated. We omit the details and make the following remarks. If oco(g) < %(f) ,  then one can 
choose 2k, . . . .  2~ # 0 with k~ > k,_ 1 > �9 �9 �9 > k~ > 2 such that in local coordinates (2~, ~2) 
with 21 = zl + ~"~= 1 "~k zk2" and 22 = z2, the associated Newton polyhedron Nl(g ) lies entirely 

outside the triangle D L, defined by ~-axis, ~-axis and the line L' through (%(f)-1,  o:o(f)-~) and 
an integer point (k', l') in R+ x R+ with k' > % ( f ) -  1 and L~(k', l') < O. That is, the polynomial 
g(21 , 22) does not contain the monomials ZklZ~ with (k, l)~ DL,. On the other hand, one can easily 
show that the triangle D L, contains strictly more integer points than the triangle D~, defined by 
z~-axis, z2-axis and the line containing A, does. Moreover, the fact that g(21 , 22) does not contain 
2~22 z with (k, l)~D L, imposes sufficiently many independent equations on the coefficients in 
g(z 1, z2). In particular, it implies that g(z~, z2) =f.j(z~, z2). A contradiction! Therefore, we always 
have %(g) > %(f).  

Let h be a holomorphic function in U, x E U, we define a quantity/~x(h) as follows. If there is 
a local coordinate system such that 7~(h) = r(N~(f))-~ for the associated Newton polyhedron 
N~(f), we define il (h j )  to be the smaller oneo f  the x-component of the lower endpoint of A and 
the y-component of the upper endpoint of A, where A is the line segment in N~(f) intersecting 
with {x = y} in R 2. Then #~(h) is the infimum of such i I (h~i) among all positive local coordinate 
systems such that ~(h)  is the remotedness of the associated Newton polyhedron. Otherwise, there 

t 2 2 p is a local coordinate system (zl,z2) such that h=z~lhl(zl ,z2)+O(([zl]  +]z2])) ,  where 
hi(0, z2) # 0 and p is sufficiently large. Then we define #x(h) = i. 

Now we complete our verification of the assumption in Lemma A.2.1. Obviously, we have 
P~(g) <= Po(f) for any x e D 1 x D 1 and in case ~ ( g )  = po(f), for simplicity, say x = o, then by the 

k~ 1 I > assumption that 94' does not have term z I z 2 with l > J2, we have %(g) _ % ( f )  + g, where ~ is 
a positive number depending only on the upper bound of %(f) -~  and multo(f). Therefore by 
induction, one can easily see that the assumption in Lemma A.2.1 holds. 

The proof of Proposition 2.1 is completed. 
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Note added in proof 

After submitting this paper, the author found V.N. Karpushkin's work on uniform estimates of 
oscillatory integrals in R 2 (J. of Soviet Math., 35, 2809-2826 (1986)). A much simpler proof can be 
given for the main result in Appendix 2 by using this work, in particular, Theorem 3.1 in the above 
reference. 


