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by Agnès COQUIO

A. — In quantum stochastic calculus on the symmetric Fock space over
L2(' +), adapted processes of operators are integrated with respect to creation, annihilation
and number processes. The main property which allows this integration is that: the incre-
ments of integrators between s and t act only on Fock space over L2([s, t ]). In this article,
we prove that there are no other process of closable operators on coherent vectors with this
property. Then the only possible integrators in quantum stochastic calculus are the creation,
annihilation and number processes.

I. Introduction

All the construction of quantum stochastic integrals on the symmetric Fock space

over L2 (*)�+�, , denoted Γ - L2 (.)�+�,0/ , consists in integrating processes of operators with
respect to the creation, annihilation and number processes, denoted respectively ( a +t , t 1 0,( a 2t , t 1 0 and ( a0t , t 1 0. See [Hu-Par], [Bel], [Lin], [Att-Mey], [Att] for the different construc-
tions and definitions.

The classical definition ([Hu-Par]) uses simple adapted processes, that is Ht 34
i

Hti 5�6 ti ,ti 7 1 8 ( t , where t0 < 9:9;9 < tn andHti 3 H < Id on Γ ( L2 (0= 0, ti > ,?, < Γ (?= ti , @BA = ,?,�C3
Γ - L2 (.) + ,0/ . So one defines D +�E

0
HsdTs 3 4

i

Hti - Tti 7 1 F Tti / and extends this definition
to other adapted operators. An important domain problem appears in the composition

Hti - Tti 7 1 F Tti / as one usually deals with unbounded operators. But when ( Tt , t 1 0 is one
of the processes ( aε

t
,
t 1 0, ε GIH F , 0, @KJ ; one has the following property:

if s < t , then Tt F Ts 3 Id < K < Id on
Γ - L2 (*) + , / C3 Γ - L2 (0= 0, s > , / < Γ - L2 (0= s, t > , / < Γ - L2 (0= t , @BA = , / ,

where K is an operator on Γ - L2 (0= s, t > ,?/ . So one can defineHti - Tti 7 1 F Tti / as being Hti <- Tti 7 1 F Tti / on Γ - L2 (?= 0, ti > ,?/ < Γ - L2 (?= ti , @BA = ,?/ . We will say that a process with this prop-
erty is a “noise”.

We don’t say that such a process is an independent increment process (in relation

with the independent increments property of brownian motion or Poisson process) be-

cause this family of process already exists. Schürmann in [Schür], in another context, say
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that a family ( Ft , t ��� 7 of symmetric operators on a prehilbert space �
has independent

increments if:

� for s < t < s � < t � , Ft F Fs and Ft � F Fs � commutes;
� for t1 < 9;9:9 < tn < tn

+
1 and for polynomials a1, . . . , an in components of Ft2 F

Ft1 , . . . , Ftn 7 1 F Ftn resp., the expectation � Ω, a1 9:9;9 anΩ � of a1 9;9;9 an is equal to the
product � Ω, a1Ω � 9;9;9	� Ω, anΩ � whereΩ is a cyclic unit vector in

�
.

Schürmann proves that a non commutative stochastic process with independent and sta-

tionary additive increments, if it is continuous at the origin, can be embedded into a sum

of annihilation, creation and second quantisation processes on a Fock space.

We can see that a “noise” has independent additive increments, but has not neces-

sary stationary additive increments.

During a talk about quantum stochastic integral, S. Attal asked the following ques-

tion: are there other “noises” on Fock space. He gave an heuristic answer which is devel-

oped in the fourth part of this article.

We will show in this article that under small regularity conditions, creation, annihi-

lation and number processes are the only “noise” processes of closable operators defined

on the coherent vector space.

This article is divided in four parts.

– The first one gives conventions and notations about the symmetric Fock space

Γ - L2 (.)�+�, / 3 Φ.

– The second deals with curves ( xt , t 1 0 in Φ having the following “independent in-

crements” property: if s < t , xt F xs G Γ - L2 (?= s, t > , / . When one considers the brownian
or Poisson interpretation of the Fock space, the brownian motion or Poisson process are

represented by the same curve, ( χt , t 1 0 in Φ. We prove that this curve ( χt , t 1 0 is essentially
the only “independent increments” curve on Φ.

– The third part gives definitions of creation, annihilation and number operators on

Fock space and some useful properties and formulas.

– The fourth part gives the proofs of the following two theorems: let 
 the space of
coherent vectors and Φt 8 3 Γ - L2 (0= 0, t > ,?/ ,Φ 6 s,t 8 3 Γ - L2 (0= s, t > ,?/ and Φ 6 t 3 Γ - L2 (0= t , @BA = ,?/ .

T 1. — Let ( Tt , t 1 0 a process of operators on 
 such that
1) � t > 0, Tt is closable on 
 .
2) � s < t , Tt F Ts 3 Id < Ks,t < Id on Φs 8 < Φ 6 s,t 8 < Φ 6 t where Ks,t is an operator

on Φ 6 s,t 8 .
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3) � u G L2 (*)�+�, , )�+ F�� )
t � F�� Tt

( 
 ( u , F 5 , (�� , has finite quadratic variations on
compact or is continuous.

Then, there exist A : )�+ ��� , g and f in L2loc (*)�+�, and k in L Eloc (.)�+ , dt , such that:
Tt 3 A ( t , Id @

� t

0

g ( s , da +s @
� t

0

f ( s , da 2s @
� t

0

k ( s , da0s .

T 2. — Let ( Tt , t 1 0 a process of operators on 
 such that:
1) � t > 0, T �t is defined on 
 .
2) � s < t , Tt F Ts 3 Id < Ks,t < Id on Φs 8 < Φ 6 s,t 8 < Φ 6 t where Ks,t is an operator

on Φ 6 s,t 8 .
Then, there exist A : )�+ ��� , g and f in L2loc (*)�+�, and k in L Eloc (.)�+ , dt , such that:

Tt 3 A ( t , Id @
� t

0

g ( s , da +s @
� t

0

f ( s , da 2s @
� t

0

k ( s , da0s .
Proposition 4.1 will give the general form of “noise” which does not satisfy the reg-

ularity condition.

II. Notations: the symmetric Fock space over L
2( 	 +)

Recall the definition of the symmetric Fock space, for details one can see [Mey]. Let

be a complex Hilbert space. We consider its n-foldHilbert space tensor power


��
n , and

define for u1, . . . , un in



( 2. 1 , u1 
 u2 
 9:9;9 
 un 3 1

n! �
σ � Sn

uσ � 1 � < 9;9;9 < uσ � n � ,
Sn denoting the group of permutation of H 1, . . . , n J . The closed subspace of 
�� n gener-
ated by all vectors (2.1) is called the n-th symmetric power of



, and denoted



n . We

make the convention that


0 3 � and the element 1 G � is called the vacuum vector and

denoted by 5 .
The symmetric Fock space Γ ( 
 , over 
 is the Hilbert space direct sum of all the

symmetric chaos


n with the following representation: F 3 4

n

fn
n!
with fn G 
 n for all n

and such that � F � 2 3 4
n � fn �

2

n!
< @BA . Given h G 
 , we define the exponential vector


 ( h ,
( 2. 2 , 
 ( h , 3 �

n

h
�
n

n!
.
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In particular, the vacuum vector 5 is the exponential vector 
 ( 0 , . We have
( 2. 3 , � 
 ( g , , 
 ( h , � 3 e � g ,h � .
The subspace generated by exponential vectors is dense in Γ ( 
 , . We call it the exponential
domain and denote it by 
 .

The casewhere

 3 L2 (*) + , dt , .

An element of


n is a class of symmetric functions in n variables and so is deter-

minated by its restriction to the increasing open simplex ∆n of ) n+ , i.e. the set of all n-
uples H s1 < 9:9;9 < sn J . We denote Φ 3 Γ - L2 (.) + , dt ,?/ , Φt 8 3 Γ - L2 (?= 0, t > , dt ,0/ , Φ 6 s,t 8 3
Γ - L2 ( > s, t > ,0/ and Φ 6 t 3 Γ - L2 ( > t , @BA = ,?/ .

If aHilbert space


is split into a direct sum



1 � 
 2, the corresponding Fock space

Γ ( 
 , appears as a tensor product Γ ( 
 1
, < Γ ( 
 2

, . Thus the “continuous sum” L2 (.) +�, 3
L2 (?= 0, s > , � L2 (?= s, t > , � L2 ( > t , @BA = , gives rise to a “continuous tensor product”,
( 2. 4 , Φ C3 Φs 8 < Φ 6 s,t 8 < Φ 6 t .
We can consider that these subspaces are contained in Φ, f G Φt 8 being identified with
f < 5 G Φ C3 Φt 8 < Φ 6 t , the vacuum vector belongs to every Φ 6 s,t 8 .

If u G L2 (*) + , , we have by (2.4), if s < t

( 2. 5 , 
 ( u , 3 
 ( us 8 , < 
 ( u 5 6 s,t 8 , < 
 ( u 5 6 t , +%E 6 ,
where us 8 3 u 5 6 0,s 8 .

We introduce now the “shortland notation” due to Guichardet [Gui]. Let � denote
the finite power set of )�+ that is the set of finite subsets of )�+ , and � n the set of all subsets
of ) + of cardinality n. There is a one to one correspondence between � n and ∆n . The

� n gets imbedded in ) n+ , and acquires a natural σ-field and a natural measure dA, the n-

dimensional volume element ds1 9;9;9 dsn . By letting � G�� be an atom of measure unity,

we arrive at a σ-finite measure on � 3 �
n 1 0 � n , the symmetric measure (or Guichardet

measure) associated with Lebesguemeasure on )�+ . Elements of � will always be denoted
by lower case greek letters α, `, σ, τ, ω, . . . and integration with respect to the symmetric

measure on � will be written simply D�� f ( σ , dσ. The cardinal of an element σ of � is

denoted by #σ.

We have then that the symmetric Fock space over L2 (*) + , is isomorphic with
L2 ( � , dσ , , where we associate to F 3 4

n 1 0
fn
n!
G Φ, the function F ( σ , 3 fn

( t1, . . . , tn , if
σ 3 H t1, . . . , tn JBG�� n . In particular, we have, for u G L2 (*) + , and σ G	�
( 2. 6 , 
 ( u , ( σ , 3�


s � σ

u ( s , .
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If s < t , we denote � s 8 3�� σ G ��� σ � = 0, s >�� , � 6 s,t 8 3�� σ G ��� σ � = s, t >�� and
� 6 t 3 � σ G ��� σ � = t , @BA = � . So Φt 8 is identified with L2 ( � t 8 , dσ , and the same for the
others.

Brownian interpretation of the Fock space.

Let Ω be the set of all continuous functions from ) + to ) and let Bs be the eval-
uation mapping ω �� ω ( s , . Let us provide Ω with the σ-fields 	 , 	 t generated by all
mappings Bs with s arbitrary in the first case, s 
 t in the second case. One can show that	 is the topological Borel field onΩ for uniform convergence topology over compacts sets.

The Wiener measure is the only probability µ on Ω such that B0 3 0 p.s. and the process( Bt , has centered Gaussian independent increments with variance E = ( Bt F Bs , 2 > 3 t F s.
A random variable X G L2 ( Ω, 	 , µ , has a representation

X 3 E = X > @
� +�E
0

f1
( s , dBs @

�
∆2

f ( s1, s2 , dBs1 dBs2 @ 9;9:9
@
�

∆n

fn
( s1, . . . , sn , dBs1 9;9:9 dBsn @ 9:9;9

3 �
n

Jn
( fn ,

where fn G L2 ( ∆n , and Jn is an isometric mapping from L2 ( ∆n , to L2 ( Ω , , the image of
which is called the n-th Wiener chaos. So we have an isomorphism between L2 ( Ω , and Φ.

Let be 	 t , 	 s,t the σ-field generated by the increments Xu F Xt ; u > t in the first case,

and Xu F Xs , s < u < t in the second case. The spaces L2 ( Ω, 	 t , µ , , L2 ( Ω, 	 t , µ , and
L2 ( Ω, 	 s,t , µ , are respectively isomorphic to Φt 8 , Φ 6 t and Φ 6 s,t 8 .

The fact that the brownian motion is a process with independent increments gives

rise to the isomorphism (2.4).

Let be ( χt , the curve in Φ defined by

( 2. 7 , χt
( σ , 3�� 1 if #σ 3 1 and σ � = 0, t >

0 else .

Then ( χt , t 1 0 corresponds to the brownian motion by the preceding isomorphism.

III. “Independent increments” curves

We can construct on Φ an Ito integral. Let ( vt , t 1 0 be a curve on Φ. We say that( vt , t 1 0 is an adapted curve if for all t , vt G Φt 8 . If ( vt , t 1 0 is an adapted curve so that
5



D +%E
0

� vt � 2 dt < @BA , we can define as in [Att], D +%E
0

vs dχs : suppose that
( vt , t 1 0 is a step

process that is, there exists t0 < t1 < 9;9:9 < tn
+
1 in

) + such that vt 3 vi for ti 
 t < ti
+
1

where vi G Φti 8 . Then we define
( 3. 1 ,

� +%E
0

vs dχs 3
n

�
i � 0 vi < - χti 7 1 F χti

/

where the tensor product is the tensor product in Φti 8 < Φ 6 ti ,ti 7 1 8 . It makes sense because
vi G Φti 8 and χti 7 1 F χti G Φ 6 ti ,ti 7 1 8 . We have then � D +%E0

vs dχs � 2 3 D +%E
0

� vs � 2 ds and
this isometric property allows us to extend the integral to adapted curves ( vt , t 1 0 such that
D +%E
0

� vs � 2 ds < @BA .
The two properties which have permitted this construction of the “Ito integral” are

that:

( 3. 2 ,
�
1 , χt F χs G Φ 6 s,t 8 for all s < t

2 , � χt F χs � 2 3 t F s for all s < t .

So if ( xt , t 1 0 is a curve in Φ such that xt F xs G Φ 6 s,t 8 , xt (�� , 3 0 and � xt F xs � 2 3 µ (?= s, t = ,
for a measure µ on )�+ , we can define D +%E

0
vs dxs by (3.1) for

( vt , t 1 0 a step process, and
we have so � D +�E

0
vs dxs � 2 3 D +%E

0
� vs � 2µ ( ds , .

A curve which verify (3.2), 1) is called an “independent increments” curve. What

are the “independent increments curves” which permitted to define “Ito integrals”? The

answer is given by the proposition 3.1. We denoted, if g G L2loc
(.)�+�, , D t

0
g ( s , dχs , the

element of the first chaos D +�E
0

gt 8 ( s , 5 dχs , given by� � t

0

g ( s , 5 dχs � ( σ , 3 � g ( u , if σ 3 H u J � = 0, t >
0 else.

P 3.1. — Let ( xt , t 1 0 a curve in Φ such that for all s < t , xt F xs G Φ 6 s,t 8 ;
then it exists g G L2loc (*)�+�, such that for all t � 0,

xt 3 xt
( � , 5 @

� t

0

g ( s , dχs .

Proof. — Let yt 3 xt F xt ( � , 5 , so yt (�� , 3 0 and if s < t , yt F ys G Φ 6 s,t 8 .
Let t > 0 and σ � = 0, t > . We suppose that #σ � 2, so it exists 0 < s < t such that

σ �� = s, t > and σ �� = 0, s > . So we have ys ( σ , 3 0 and ( yt F ys , ( σ , 3 0 and thus yt
( σ , 3 0.

So yt belongs to the first chaos.

Let u G )�+ and t , t � so that u < t < t � ,
yt � ( H u J , 3 ( yt � F yt , ( H u J , @ yt ( H u J , 3 yt

( H u J , .
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So we can define g ( u , 3 yt
( H u J , if t > u and so D t

0
� g ( s , � 2 ds 3 D t

0
� yt ( H s J , � 2 ds 
 � yt � 2.

In consequence, g G L2loc (*) + , and yt 3 D t
0
g ( s , dχs .

Remarks.

1) If t �� xt
( � , has bounded variations on compact, we can so define for all adapted

curves ( vt , t 1 0 such that D
+�E
0

� vs � 2g ( s , ds < @BA the integral� +�E
0

vs dxs 3
� +�E
0

vsdxs
(�� , @ �

+�E
0

vsg
( s , dχs .

2) In theWiener space, the proposition 3.1 can be stated like that: if ( Xt , t 1 0 belongs
to L2 ( Ω, 	 t , µ , and satisfies Xt F Xs is 	 s,t -adapted for all s < t , then Xt F E = Xt > is a
martingale of the first chaos, i.e. it exists g in L2loc

(*) + , so that Xt 3 E = Xt > @ D t0 g ( s , dBs .

IV. Creation, annihilation and number

operators on symmetric Fock spaces

We keep the notations of II and [Mey]. For h G 
 , we define
( 4. 1 , ���

��
a
+
h
( u1 
 9:9;9 
 un , 3 h 
 u1 
 9:9;9 
 un

a 2h ( u0 
 9;9:9 
 un , 3
n

�
i � 0 � h, ui � u0 
 9:9;9 
 ûi 
 9:9;9 
 un

where a hat on a vector means that it is omitted. a
+
h and a 2h are called creation operator

and annihilation operator.

IfH is a bounded operator on


, we define

( 4. 2 , Λ ( H , ( u1 
 9:9;9 
 un , 3 n

�
i � 1 u1 
 9:9;9 
 Hui 
 9;9:9 
 un

Λ ( H , is called a second quantification differential operator.
If

 3 L2 (*) + , dt , , we define a0k 3 Λ ( Mk

, where k is a bounded function and
Mk is the operator of multiplication by k in L

2 (.) + , . a +h and a 2h are closable operators on
the finite sum of chaos and are extended by closure to the largest possible domain. Each

one is the adjoint of the other. Creation and annihilation operators are defined on the

exponential domain, and we have

( 4. 3 , a 2h 
 ( u , 3 � h, u � 
 ( u , and a +h 
 ( u , 3 d

dλ

 ( u @ λh , � λ 3 0

a0k is also closable on the finite sum of chaos and the domain of its closure contains 
 .
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It’s easy to show with (4.1) and (4.3) that

( 4. 4 ,
������
�����

� a 2h 
 ( u , , 
 ( v , � 3
� +%E
0

u ( s , h ( s , ds � 
 ( u , , 
 ( v , �
� a
+
h 
 ( u , , 
 ( v , � 3

� +�E
0

v ( s , h ( s , ds � 
 ( u , , 
 ( v , �
� a
+
h 
 ( u , , a

+
h 
 ( v , � 3 - � h � 2 @ � h, u �	� h, v � / � 
 ( u , , 
 ( v , � .

We have when we use “shortland notations”, for f in the respective domain of a
+
h , a 2h and

a
+
k :

( 4. 5 ,
��������
�������

( a +h f , ( σ , 3 �
s � σ

h ( s , f ( σ F H s J ,
( a 2h f ,;( σ , 3

� +�E
0

h ( s , f ( σ � H s J , ds
( a0k f ,;( σ , 3 �

s � σ

k ( s , f ( σ , .
We denote a

+
t 3 a

+
5�� 0,t � , a 2t 3 a 25�� 0,t � and a0t 3 a05�� 0,t � .

V. Noises

Hudson-Parthasarathy define stochastic integration for operators with respect to( a +t , t 1 0, ( a 2t , t 1 0 and ( a0t , t 1 0.
D 5.1. — A processus of operators ( Ht , t 1 0 definedon 
 is adapted if, for

all t � 0, for all u G L2 (.) + , :
Ht 
 ( u , 3 �

Ht 
 ( ut 8 , < 
 ( u 5 6 t , +�E 6 � in Φ C3 Φt 8 < Φ 6 t
where

�
Ht is an operator on Φt 8 (we say thatHt is t-adapted).
Let ( Tt , t 1 0 be ( aε

t
,
t 1 0 for ε G H @ , F , 0 J . We see by using (4.5) for example that for

all s < t , it exists Ks,t , operator on Φ 6 s,t 8 such that
(5.1) for all u G L2 (.) +�, , ( Tt F Ts , 
 ( u , 3 
 ( us 8 , < Ks,t 
 ( u 5 6 s,t 8 , < 
 ( u 5 6 t , +�E 6 , on

Φs 8 < Φ 6 s,t 8 < Φ 6 t .
Let ( Ht , t 1 0 be an elementary adapted process defined by Ht 3 p4

i � 0Hti 5 6 ti ,ti 7 1 6 ( t ,
where t0 < t1 < 9;9:9 < tp + 1. One defines D

+%E
0

Hs dTs 3 p4
i � 0Hti - Tti 7 1 F TTi / . This is possible

becauseHti - Tti 7 1 F Tti / is note a “real composition” of operators, indeed onΦti 8 < Φ 6 ti ,ti 7 1 � <
Φ 6 ti 7 1 , one have by (5.1),
Hti - Tti 7 1 F Tti / 
 ( u , 3 Hti 
 - u 5 6 0,ti 8 / < - Tti 7 1 F Tti / 
 - u 5 6 ti ,ti 7 1 8 / < 
 - u 5 6 ti 7 1, +%E 6 / .
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So it is this property (5.1) which permits to define stochastic integration of adapted pro-

cesses with respect to creation, annihilation and number processes. A process of operators

which satisfies (5.1) is called a “noise” process. During a talk about quantum stochastic in-

tegral, S. Attal asked the following question: are there other “noises”? He gave the following

heuristic answer: let ( Tt , t 1 0 be a process which verifies (5.1), then dTt 3 Id < dKt < Id on
Φt 8 < Φ 6 t ,t + dt 8 < Φ 6 t + dt . But inΦ 6 t ,t + dt 8 , we have a base given by 5 and dχt , so dKt is an endo-

morphism on a space of dimension 2 and there is four possibilities. The proposition (5.1)

will show that, in fact, ( Tt 
 ( u ,0, ( σ , will be known when ( Tt 
 ( u ,?,;(�� , and ( Tt 
 ( u ,?, ( H s J ,
were known.

T 5.1. — Let ( Tt , t 1 0 a process of operators on 
 such that
1) � t > 0, Tt is closable on 
 ;
2) � s < t , it exists Ks,t on Φ 6 s,t 8 such that

Tt F Ts 3 Id < Ks,t < Id on Φs 8 < Φ 6 s,t 8 < Φ 6 t ;
3) � u G L2 (*)�+ , dt , , )�+ F � �

t � F � Tt
( 
 ( u , F 5 ,;(�� , has finite quadratic variations

on compact or is continuous.

Then, there exist A : ) + � � , g and f in L2loc (*) + , dt , , k in L Eloc (*) + , dt , such that
Tt 3 A ( t , Id @ a +gt � @ a 2ft � @ a0kt � .

T 5.2. — Let ( Tt , t 1 0 a process of operators on 
 such that ( T �t , t 1 0 is de-
fined on 
 and such that the hypothesis 2) of Theorem 5.1 is satisfied, then the conclusion

of Theorem 5.1 is true.

Remark. — The condition 1) of Theorem 5.1 is necessary.

For example, if Tt 
 ( u , 3
� D t

0
u ( s , 2 ds � 
 ( u , , then ( Tt , t 1 0 satisfies 2) and 3) but is

not closable on 
 .
The proof of these two theorems needs a first common step:

P 5.1. — Let ( Tt , t 1 0 a process of operators on 
 which satisfies the
hypothesis 2) of Theorem 5.1. Then there exist A : )�+ � � , g G L2loc

(.)�+�, , for all u G
L2 (*) + , , for all t � 0, there exist Gu

( t , G � and ku G L2loc (.) + , such that for a.a. σ G � ,
σ � = 0, t > we have

( Tt 
 ( u ,?,;( σ , 3 A ( t ,;( 
 ( u ,0, ( σ , @ ( a +gt � 
 ( u ,?, ( σ , @ Gu ( t , 
 ( u , ( σ ,( 5. 1 ,
@ �

s � σ

ku
( s , 
 ( u ,;( σ F H s J , .
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We have too, for all t G )�+ , a < b,

( 5. 2 ,
�
Gu 5 � a,b � ( t , 3 Gu

( min ( b, t ,0, F Gu ( min ( a, t ,?,
ku 5 � a,b � 3 5�6 a,b 8 ku .

Remark. — If Gu :
)�+ � � and ku G L2loc (.)�+�, satisfy (5.2), then Tt defined by

(5.1), verify the hypothesis of the proposition.

Proof of the Proposition 5.1.

1) Search of A and g .

Let xt 3 Tt 5 . Thenwe have xt F xs 3 ( Tt F Ts , 5 3 5 < ( Ks,t 5 , < 5 inΦs 8 < Φ 6 s,t 8 <
Φ 6 t , because 5 3 5 < 5 < 5 in this decomposition. So xt F xs G Φ 6 s,t 8 andby the proposition
3.1, there exist A : ) + � � and g G L2loc (*) + , such that xt 3 A ( t , 5 @ D t

0
g ( s , dχs . Let

St 3 Tt F A ( t , Id F a +gt � . We have St 5 3 0.

2) Proof of the formulas (5.1) and (5.2).

Let for u G L2 (*) + , ,
( 5. 3 , Gu

( t , 3 St 
 ( u , ( � , 3 Tt
( 
 ( u , F 5 ,;(�� ,

For s < t < t � , for u G L2 (*) + , ,
St � 
 ( u , ( H s J , 3 ( St � F St , 
 ( u , ( H s J , @ St 
 ( u , ( H s J ,

3 u ( s , ( St � F St , 
 ( u , ( � , @ St 
 ( u , ( H s J ,
3 u ( s , ( Gu ( t � , F Gu ( t ,0, @ St 
 ( u , ( H s J ,

so,

St � 
 ( u , ( H s J , F u ( s , Gu ( t � , 3 St 
 ( u ,;( H s J , F u ( s , Gu ( t , .
This number is thus independent of t > s and we denoted it ku

( s , . So we have for all s < t ,

( 5. 4 , St 
 ( u ,;( H s J , 3 u ( s , Gu ( t , @ ku ( s ,
and ku belongs to L

2
loc
(*) + , .

We prove now the following equality by recurrence on #σ: if σ � = 0, t > ,
( 5. 5 , ( St 
 ( u ,0, ( σ , 3 Gu

( t , 
 ( u , ( σ , @ �
s � σ

ku
( s , 
 ( u ,;( σ F H s J , .

– (5.5) is true for #σ 
 1 by (5.4) and definition of Gu .
– We suppose now (5.5) true for #σ 
 n F 1 and n � 2.

10



Letσ � = 0, t > and #σ 3 n. It exists s < t such that maxσ G = s, t > andσ F H maxσ J � = 0, s > .
St 
 ( u , ( σ , 3 ( St F Ss , 
 ( u , ( σ , @ Ss 
 ( u , ( σ ,

3 
 ( u 5 6 0,s 8 , ( σ � = 0, s > ,;( St F Ss , 
 ( u 5 6 s,t 8 , ( σ � = s, t > ,
@ Ss 
 ( us 8 ,;( σ � = 0, s > , 
 ( u 5 6 s, +%E 6 , ( σ � = s, @BA = ,

3 
 ( u ,;( σ � = 0, s > , ( St F Ss , 
 ( u ,;( maxσ , @ u ( maxσ , Ss 
 ( u ,;( σ � = 0, s > , .
We use (5.4) and (5.5) for # ( σ � = 0, s > , 3 n F 1
St 
 ( u , ( σ , 3 
 ( u , ( σ � = 0, s > ,;( u ( max σ , Gu ( t , @ ku ( maxσ , F u ( maxσ , Gu ( s ,0,

@ u ( maxσ , ( Gu ( s , 
 ( u , ( σ � = 0, s > , @ �
r � σ � 6 0,s 8

ku
( r , 
 ( u , ( σ � = 0, s > F H r J ,

3 Gu
( t , 
 ( u , ( σ , @ �

r � σ

ku
( r , 
 ( u ,;( σ F H r J , .

So we prove (5.1).

Let a < b < t and s G > 0, t = ,
Gu 5�� a,b � ( t , 3 St 
 ( u 5 6 a,b 8 ,;(�� ,

3 ( St F Sb , 
 ( u 5 6 a,b 8 , ( � , @ ( Sb F Sa , 
 ( u 5 6 a,b 8 ,;(�� , @ Sa 
 ( u 5 6 a,b 8 , ( � ,
The first and third terms are equal to zero because St 5 3 0, so

( 5. 6 , Gu 5 � a,b � ( t , 3 ( Sb F Sa , 
 ( u 5 6 a,b 8 ,;(�� , 3 Gu
( b , F Gu ( a ,

First case : s G > 0, a = ,
ku 5 � a,b � ( s , 3 Sa 
 ( u 5 6 a,b 8 , ( H s J , F ( u 5�6 a,b 8 , ( s , Gu 5 � a,b � ( a , by (5.4).

So, as Sa 5 3 0, ku 5 � a,b � ( s , 3 0.

Second case : s G > b, t = ,
ku 5 � a,b � ( s , 3 St 
 ( u 5 6 a,b 8 , ( H s J , F ( u 5 6 a,b 8 , ( s , Gu 5 � a,b � ( t ,

3 ( St F Sb , 
 ( u 5 6 a,b 8 ,;( H s J , @ Sb 
 ( u 5 6 a,b 8 , ( H s J ,
3 0 .

Third case : s G > a, b = ; if we use (5.6) and (5.4) we have
ku 5 � a,b � ( s , 3 Sb 
 ( u 5�6 a,b 8 , ( H s J , F u ( s , Gu 5 � a,b � ( b ,

3 ( Sb F Sa , 
 ( u 5 6 a,b 8 , ( H s J , @ Sa 
 ( u 5 6 a,b 8 ,;( H s J , F u ( s ,;( Gu ( b , F Gu ( a ,?,
3 u ( s , Gu ( b , @ ku ( s , F Gu ( a , u ( s , F u ( s , ( Gu ( b , F Gu ( a ,0, 3 ku

( s , .
So we have proved (5.2) and the proposition 5.1.
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Proof of theorem 5.2. — We verify easily with the hypothesis of theorem 5.2 that( T �t , t 1 0 satisfies also the hypothesis of the proposition 5.1. Let A � , g � , G �u , k �u associated
by the proposition 5.1 with ( T �t , t 1 0. So we have for all t � 0, for all u, v G L2 (*) + , ,

� Tt 
 ( ut 8 , , 
 ( vt 8 , � 3 � 
 ( ut 8 , T �t 
 ( vt 8 , �
so by using (5.1) and (4.4) :

A ( t , @
� t

0

g ( s , v ( s , ds @ Gu ( t , @
� t

0

ku
( s , v ( s , ds

3 A � ( t , @ � t

0

g � ( s , u ( s , ds @ G �v ( t , @
� t

0

k �v ( s , u ( s , ds .
When we make u 3 0 or v 3 0 in the preceding formula ( G0 3 G �0 3 k0 3 k �0 3 0), we

obtain :

�������
������

A ( t , 3 A � ( t ,
Gu
( t , 3

� t

0

g � ( s , u ( s , ds
G �v ( t , 3

� t

0

g ( s , v ( s , ds
and for all u, v in L2 (*) + , , D t

0
ku
( s , v ( s , ds 3 D t

0
k �v ( s , u ( s , ds. Thus the application

L2 (?= 0, t > , ds , F � L2 (0= 0, t > , ds ,
u � F � ku

is linear and closable, so it is bounded. And by (5.2),

this operator commutes with 5 6 a,b 8 for all a, b in = 0, t > , therefore it commutes with all the
bounded functions ; so it exists k G L E (?= 0, t > , ds , such that ku ( s , 3 u ( s , k ( s , . But by the
definition of ku , k is independent of t . So we prove theorem 5.2.

Proof of theorem 5.1. — We prove first that u �� Gu and u �� ku are linear. For

simplification, we set t 3 1. Let u, v in L2 (.) + , dt , . Let gn 3 Fn
( u @ v , F Fn ( u , F Fn ( v ,

where

Fn
( u , 3

n 2 1�
k � 0

�

 ( u 5�� k

n ,
k 7 1
n � , F 5 � .

L 5.1. — gn
ΦF�� 0.

Proof. — We have by definition of Fn
( u , , that gn (�� , 3 0 and gn

( H s J , 3 0 for all s.
So � gn � 2 
 4 � � Fn ( u @ v , 5 #σ 1 2 � 2 @ � Fn ( u , 5 #σ 1 2 � 2 @ � Fn ( v , 5 #σ 1 2 � 2 �
or by using (2.3),

� Fn ( u , � 2 3 n 2 1�
k � 0

�
e
D k 7 1

n
k
n � u � s � � 2 ds F 1 �

12



so

� Fn ( u , 5 #σ 1 2 � 2 3
n 2 1�
k � 0

�
e
D k 7 1

n
k
n � u � s � � 2 ds F 1 F � k 7 1

n

k
n

� u ( s , � 2 ds �
and

� Fn ( u , 5 #σ 1 2 � 2 
 e � u �
2
n 2 1�
k � 0

� � k 7 1
n

k
n

� u ( s , � 2 ds � 2
and this quantity tends to zero when n tends to infinity.

Recall that St 3 Tt F A ( t , Id F a +gt � and St 5 3 0. So, using (5.5) and (5.2), we have

that for σ G �
S1Fn

( u , ( σ , 3
n 2 1�
k � 0 5 σ � � kn , k 7 1n �

� �
Gu

�
k @ 1
n

� F Gu
�
k

n
� � 
 ( u , ( σ ,( 5. 7 ,

@ �
s � σ

ku
( s , 
 ( u ,;( σ F H s J ,

�

L 5.2. — a
+
g1 �
( gn , ΦF�� 0.

Proof. — We have that

a
+
g1 � Fn

( u , 3
n 2 1�
k � 0

�
a
+
g1 �

�

 - u 5�� k

n ,
k 7 1
n
� / � F a

+
g1 �
( 5 , � .

So by (4.4), we have:

� a +g1 � Fn ( u , � 2 3 � � u, g � � 2 @
n 2 1�
k � 0

�
e
D k 7 1

n
k
n � u � s � � 2 ds F 5 � � g � 2

@
n 2 1�
k � 0

�
e
D k 7 1

n
k
n � u � s � � 2 ds F 5 ������

� k 7 1
n

k
n

u ( s , g ( s , ds ����
2

but if u, v G L2 (?= 0, t > , dt , ,
n 2 1�
k � 0 ����

� k 7 1
n

k
n

u ( s , v ( s , ds ����
2

F �
n � +%E 0

so � a +g1 � Fn ( u , � 2 F �
n � +�E � � u, g � � 2 @ � u � 2 � g � 2 .

We have more that a
+
g1 � Fn

( u , (�� , 3 a
+
g1 � Fn

( u , ( H s J , 3 0 for all s G = 0, 1 > and
( a +g1 � Fn ( u ,?, ( H s1; s2 J , 3 g ( s1 , u ( s2 , @ g ( s2 , u ( s1 ,

if H s1, s2 J � = 0, 1 > .
13



So � a +g1 � Fn ( u , 5 #σ � 2 � 2 3 � � � u, g � � 2 @ � u � 2 � g � 2 and therefore�
� 5 #σ 1 3 � a +g1 � Fn ( u , � 2 ( σ , dσ F��

n � +�E 0 .

Or if #σ 
 2, a +g1 � ( gn ,;( σ , 3 0, so we have lemma 5.2.

L 5.3. — S1gn
ΦF � - Gu + v ( 1 , F Gu ( 1 ,;( Gv ( 1 , / 5 @ D 1

0
- ku + v ( s , F ku ( s , F

kv
( s , / dχs .

Proof. — By (5.7), S1gn
( � , 3 Gu

+
v
( 1 , F Gu ( 1 , F Gv ( 1 , and

S1Fn
( u , ( H s J , 3 ku

( s , @ u ( s ,
n 2 1�
k � 0 5 s � � kn , k 7 1n �

�
Gu

�
k @ 1
n

� F Gu
�
k

n
� � .

We have when ���
Gu

�
k
+
1

n � F Gu
�
k
n � ���

2

is bounded uniformaly in k and n, that�
� 5 #σ 1 2 ( S1Fn ( u , ( σ ,?, 2 dσ

ΦF � 0 .

This hypothesis is verify when we have 3) of theorem 5.1. We have too that� 1

0

����
u ( s ,

n
+
1

�
k � 0 5 - s � � kn , k 7 1n � /

�
Gu

�
k @ 1
n

� F Gu
�
k

n
� � ����

2

ds

3
n 2 1�
k � 0

� � k 7 1
n

k
n

� u ( s , � 2 ds � ���Gu
�
k @ 1
n

� F Gu
�
k

n
� ���
2

.

This quantity tends to zero when the hypothesis 3) of theorem 5.1 is satisfied.

So �
� 5 #σ 1 2 ( S1gn ( σ ,0, 2 dσ

ΦF � 0

and�
� 5 #σ � 1 ( S1gn , 2 ( σ , dσ F�� - Gu + v ( 1 , F Gu ( 1 , F Gv ( 1 ,0/ 5

@
� 1

0

( ku + v F ku F kv , ( s , dχs .

We have proved by lemmas 5.1, 5.2, 5.3 that�
gn

ΦF � 0

T1gn
ΦF � - Gu + v ( 1 , F Gu ( 1 , F Gv ( 1 , / 5 @ D 10 ( ku + v F ku F kv ,;( s , dχs .

But T1 is closable, so

( 5. 8 ,
�
Gu
+
v
( 1 , 3 Gu

( 1 , @ Gv ( 1 ,
ku
+
v 3 ku @ kv .
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L 5.4. — Let ( un , n 1 0 in L2 (0= 0, 1 > , dt , such that un � u in L2 (0= 0, 1 > , dt , and�
Gun

( 1 ,��F � α

kun
L2 � 6 0,1 8 ,dt �F � w

. Then we have T1 
 ( un , ΦF � f where for all σ G�� ,
f ( σ , 3 A ( 1 , 
 ( u ,;( σ , @ a +g1 � 
 ( u , ( σ , @ α 
 ( u ,;( σ , @ �

s � σ

w ( s , 
 ( u , ( σ F H s J , .

Proof of lemma 5.4. — It’s easy to see by (4.4) that a
+
g1 � 
 ( un , ΦF � a

+
g1 � 
 ( u , .�

� ���� �s � σ

�
kun

( s , 
 ( un ,;( σ F H s J , F w ( s , 
 ( u ,;( σ F H s J , � ����
2

dσ


 2 � � ���� �s � σ

kun
( s , - 
 ( un , ( σ F H s J , F 
 ( u ,;( σ F H s J , / ����

2

dσ

@ 2
�
� ���� �s � σ

- kun ( s , F w ( s ,0/ 
 ( un ,;( σ F H s J , ����
2

dσ


 2 � � 
 ( un , � 2 � � kun � 2 @ � � kun , un � � 2 � @ � 
 ( u , � 2 � � kun � 2 @ � � kun , u � � 2 �
F 2 � � 
 ( un , , 
 ( u , � � � � kun � 2 @ � � kun , un � � � � kun , u � � �
@ � 
 ( u , � 2 � � kun F w � 2 @ � � kun F w, u � � 2 �

�
.

So, under the hypothesis this quantity tends to zero when n � @BA .
Let R : L2 (0= 0, 1 > , dt , F � ��� L2 (0= 0, 1 > , dt ,

u � F � ( Gu ( 1 , , ku ,
. The lemma 5.4 and the closability

ofT1 prove thatR is a linear operator of real vectorial space. In fact, with (5.8), for allλ G�� ,
R ( λu , 3 λR ( u , and the density of � in ) gives us the result. By the same way, lemma 5.4
proves that R is closable on L2 (0= 0, 1 > , so that by the closed graph theorem, R is a bounded
operator. So it existsM G ) + such that for all u G L2 (0= 0, 1 > ,� �Gu ( 1 , � 
 M � u �

� ku � 
 M � u � .
So there exist f in L2 (?= 0, 1 > , such that Gu ( 1 , 3 D 1

0
u ( s , f ( s , ds and as u �� ku commutes

with the indicatories of intervals, we conclude like in the proof of theorem 5.2.

Remarks.

1) We can prove the same result by similar methods for a process of operators de-

fined on the space of finite sum of chaos and such that 1) and 2) of theorem 5.1, were

verified.
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2) We can see that we can change hypothesis 3) of theorem 5.1 in: � t > 0,

L2 (*) + , ds , F�� )
u � F�� Tt 
 ( u , ( � , is continuous at 0.
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