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by Anatoli ANDRIANOV

A . — The introduction contains an historical survey of the transformation
theory of theta functions and theta series of integral quadratic forms under Hecke operators. In
the main part the explicit formulas are deduced which express images under Hecke operators of
general vector-valued theta functions with (pluri)harmonic coefficients of integral nonsingular
quadratic forms in an even number of variables in the form of linear combination of similar
theta functions. The trigonometric sums appearing as coefficients of the linear combinations,
the interaction sums, are studied. Similar formulas are derived for the action of Hecke operators
on corresponding theta-series with rational translations.
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Introduction

One of characteristic features of the Diophantine theory of quadratic forms is the

presence of certain multiplicative properties of solutions of quadratic diaphantine equa-

tions. For example, the Jacobi formula

r4 ( a )+* 8 ,
d - a

d * 8σ ( a )
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for the number of representations of an odd a by the sum of 4 integral squares expresses

it through the function σ ( a ) , the sum of positive divisors of a, satisfying the multiplicative

relations

σ ( a ) σ ( b ) * ,
d - a,b

dσ ( ab/d2 ) ( a,b * 1,2, ����� )

which, in particular, allows one to reduce calculation of r4 ( a ) for arbitrary odd a to the

cases of prime divisors of a. Many particular results of such kind were obtained until

E. Hecke has proposed a general approach to the problem of quadratic multiplicativity

in 1937.

The Hecke approach is based on consideration of the numbers r ( q,a ) of integral

solutions of the equation

q ( x1 , . . . ,xm )+* a ( 0.1 )
with an integral positive definite quadratic form q in an even number of variables as

Fourier coefficients of the generating function

Θ ( z ,q )+*
�

,
a � 0

r ( q,a ) exp ( 2πiaz ) ( 0.2 )

*
�

,
x1 ,...,xm ��� �

exp ( 2πiq ( x1 , . . . ,xm ) z ) , ( z * x
�

iy,y > 0 ) ,
the theta series (of genus 1) of the form q. The theta series is well known to belong to a

finite dimensional space of (holomorphic) modular forms of weight m/2 for a subgroup

of finite index of the modular group SL2 ( 	 ) (see, for example, Hecke [21], Schoeneberg

[25]). Hecke [20] has introduced certain multiplicative families of linear operators, called

now the Hecke operators, on the spaces of modular forms. Multiplicative properties of the

operators allows one to reveal certain multiplicative properties of Fourier coefficients of

modular forms and, in particular, imply that the Fourier coefficients of common eigen-

functions of the Hecke operators are proportional to the corresponding eigenvalues and

therefore inherit the multiplicative properties of the operators.

A few years later H. Petersson [24] has proved that the spaces of modular forms

are spanned by the common eigenfunction of the Hecke operators. This implied that the

Fourier coefficients of an arbitrary modular form and in particular those of the theta se-

ries, i.e. the functions a 
 r ( q,a ) , are linear combinations with constant coefficients of a

finite number of multiplicative functions, whose values can be interpreted as eigenvalues

of Hecke operators.

If the number of variables of an integral positive definite quadratic form q is odd,

then the theta series ( 0.2 ) is a modular form of the half-integer weight m/2, and in order to

apply a similar approach one have first to develop appropriate theory of Hecke operators
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on modular forms of noninteger weights. The first timid attempt to do it was undertaken

by K. Wohlfahrt [31] in 1957. But only in the beginning of the seventieth G. Shimura [28]

had succeeded to study multiplicative properties of Fourier coefficients of modular forms

of half-integer weights and relate them to modular forms of integer weights. This allows

one to reveal multiplicative properties of the numbers r ( q,a ) for integral positive definite

q in an odd number of variables.

Let us associate to each quadratic form q in m variables its matrix, i.e. the matrix Q

of order m satisfying

tQ * Q and q ( x )+* 1

2
txQx, � x * t ( x1, . . . ,xm )�� . ( 0.3 )

If q � is another quadratic form in n variables with the matrix Q � , then representations of the

form q � by the form q are solutions in m � n-matrices of the matrix equation

tX QX * Q � ( 0.4 )
which is a natural generalization of the equation ( 0.1 ) and turns into it when n * 1, q � *
ay2, and Q � * 2a. In a complete analogy to the case n * 1 the study of integral solutions

of ( 0.4 ) for an integral positive definite q leads to consideration of the theta series of q of

genus n,

Θ ( Z ; q ) * ,
N ��� m

n

exp � πi tr ( t N QN Z ) � , ( 0.5 )

where Z belongs to the Siegel upper half-plane of genus n,

�
n *
	 Z * X

�
iY �
� n

n ; tZ * Z ,Y > 0 � ( 0.6 )
and tr means the trace, which is a (holomorphic) modular form of weight m/2 for a sub-

group of finite index of the Siegel modular group Spn ( 	 ) (see Andrianov, Maloletkin [12]).

The numbers r ( Q,Q � ) of integral solutions of ( 0.4 ) appear as the Fourier coefficients of

the theta series ( 0.5 ) and their multiplicative properties can be approached by generaliz-

ing the Hecke ideas. The theory of Hecke operators on spaces of modular forms in sev-

eral variables was originated by M. Sugawara in [29] and [30] soon after the original Hecke

works and then developed by H. Maass [23] and many others. The modern state of the

theory is exposed in the books of Andrianov [5] (the case of integer weight) and Andrianov,

Zhuravlev [13] (the cases both of integer and half-integer weights). As applications certain

multiplicative properties of integral representations of quadratic forms by quadratic forms

were revealed (see Andrianov [2]).

Note that the values of multiplicative functions appearing in the applications of

Hecke operators to quadratic Diophantine problems are expressible in terms of Fourier

coefficients of modular forms belonging to the corresponding spaces. The spaces of mod-

ular forms are not necessary spanned by the theta series, and so the Fourier coefficients
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of general modular forms are not necessary related to some quadratic Diophantine equa-

tions. On the other hand it would be just natural to expect that the answer to such an

arithmetical question as the nature of multiplicativity of solutions of quadratic Diophan-

tine problems can be given in terms of quadratic forms themselves without participation of

Fourier coefficients of general modular forms. This leds to the question whether the theta

series span invariant under Hecke operators subspaces of the spaces of modular forms. In

1977 E. Freitag [14] had obtained the general positive answer to the question of invariance

of spaces spanned by the theta series of the form ( 0.5 ) of integral positive definite quadratic

forms in an even number of variables under Hecke operators. It was noted later that the

Freitag’s approach based on the theory of singular modular forms and use of the Siegel op-

erator leave some open cases (see Freitag [15]), which are still open. Besides, no explicit

formulas for images of the theta series under Hecke operators, which would be important

for applications, were obtained at that time.

The first general explicit formulas expressing the images of the theta series ( 0.5 )
of integral positive definite quadratic forms in an even number of variables under regular

Hecke operators were obtained by A.N. Andrianov in [1] by a new method based on his the-

ory of factorization in parabolic extensions of abstract Hecke rings of symplectic groups.

Soon after E. Freitag [16] has noticed that his method can also produce explicit formulas

at least for the theta series of level 1. On the other hand, a few years later V.G. Zhuravlev

has extended in [32] the Andrianov’s method to the theta series of integral positive definite

quadratic forms in an odd number of variables.

In general, if the quadratic form q is not positive definite, the series ( 0.5 ) diverges.

In order to go around this difficulty, one can along with C.L. Siegel [26], [27] introduce

additional variables into the definition of the theta series. Let Q be a real symmetric non-

singular matrix of order m. Let us define the majorant space � ( Q ) of Q by

� ( Q )+*
	 H * tH ��� m
m ; H > 0,H Q � 1H * Q � . ( 0.7 )

This is a homogeneous space of the real orthogonal group

O ( Q )+*
	 U ��� m
m ; tU QU * Q � ( 0.8 )

acting on � ( Q ) by

O ( Q )�� U : H � 
 tU H U , ( H ��� ( Q ) ) .
If Z * X

�
iY � � n , where n � 1, and H ��� ( Q ) , let us set now

Θ ( Z ; H ,Q ) * ,
N ��� m

n

exp ( πi tr ( X tN QN
�

iY tN H N ) . ( 0.9 )

The series converges absolutely and uniformly on compacts in
�

n ��� ( Q ) and therefore

defines a real-analytic function, which is called the theta series of genus n of the pair Q,H .
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If Q is positive definite, it is readily verified that the space � ( Q ) reduces to the single point

H * Q, and the series ( 0.9 ) turns into the theta series ( 0.5 ) of the quadratic form q with

the matrix Q. The series ( 0.9 ) were used by C.L. Siegel to study certain mean numbers of

integral representations by integral indefinite quadratic forms.

Hecke operators can be extended to the theta series ( 0.9 ) when Q is the matrix of

an integral quadratic form, but, in the best case, they can reveal some information only

on multiplicative properties of certain numbers of integral representations of quadratic

forms by quadratic forms and say nothing on multiplicative properties of the representa-

tions themselves. At the same time there are strong evidences that such properties exist.

First of all, for some quadratic forms in 2, 4 and 8 variables it is confirmed by the classical

composition theory of quadratic forms (see, for example, Gauss [19], Linnik [22]). Further-

more, it would be just natural to expect that in general the multiplicative properties of the

numbers of integral representations is nothing else but a reflection of some multiplicative

properties of the representations themselves. A possible approach to the problem of multi-

plicative properties of individual integral representations of quadratic forms by quadratic

forms can be based on consideration of the action of Hecke operators on certain series

obtained from the theta series by introducing some additional “linear” variables. Let Q be

again a real symmetric nonsingular matrix of order m and H belongs to the majorant space

� ( Q ) of Q. Let n � 1 and V1,V2 be complex m � n-matrices. Then the series

Θ ( V ,Z ; H ,Q ) *
,

N ��� m
n

exp � πi tr ( X Q � N � V2 � � iY H � N � V2 � � 2 tV1QN � tV1QV2 ) � , ( 0.10 )
where V * ( V1,V2 ) � � m

2n ,Z * X
�

iY � � n , and we set

S � M � * tM SM , ( 0.11 )
if the product matrices on the right makes sense, converges absolutely and uniformly on

compacts in � m
2n � � n � � ( Q ) and so defines there a real-analytic function. The function

is called the theta function of genus n of the pair Q,H . When the matrix Q is even, i.e. it

is the matrix ( 0.3 ) of an integral quadratic form, and m is even, explicit formulas express-

ing the images of the theta functions ( 0.10 ) under Hecke operators as linear combinations

of similar theta function were derived by A.N. Andrianov [3] by extending the method of

his work [1]. The originally complicated formulas for the coefficients of the linear combi-

nations were replaced by simple trigonometrical sums in the work [4]. Applications of the

explicit formulas to multiplicative properties of integral representations of quadratic forms

by quadratic forms were obtained by A.N. Andrianov in [7], [8], [9], and [10].

It turns out that it would be useful for some applications (see, for example, Hecke

[21], Freitag [18]) to extend the transformation formalism of theta series and theta func-

tions under Hecke operators to the functions defined by similar summations of exponents
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but equipped with certain coefficients. In general we arrive at the series of the form

ΘP ( V ,Z ; H ,Q ) *
,

N ��� m
n

P ( N � V2 ) e 	 X Q � N � V2 � � iY H � N � V2 � � 2 tV1QN � tV1QV2 � , ( 0.12 )

where Q is an even nonsingular matrix of order m, H � � ( Q ) , Z * X
�

iY � � n and

V * ( V1,V2 ) �
� m
2n , and where along with the notation ( 0.11 ) we use also the notation

e 	 A � * exp ( πi tr ( A ) ) ( 0.13 )
for a complex square matrix A. As to the appropriate coefficients, it is natural to consider,

generally speaking, vector-valued functions P on � m
n , which provide a good convergence

of the series ( 0.12 ) and lead to the sums with good automorphic properties under integral

symplectic transformations. It was recently shown by A.N. Andrianov [11] that such condi-

tions are satisfied by (vector-valued) harmonic forms P relative to the pair Q,H (the explicit

definition see in
'

1 below). The corresponding (vector-valued) theta function ( 0.12 ) is

called the harmonic theta function of genus n of the pair Q,H with the coefficient form P .

The principal objective of this paper is to derive explicit formulas expressing the images

of general harmonic theta functions of integral nonsingular quadratic forms in an even

number of variables under the Hecke operators in the form of linear combinations of anal-

ogous theta functions. It is accomplished in
'

4 (see Theorem 4.1). Our method is actually

an extension of the method of the papers Andrianov [1], [3], [4] and is essentially based

on explicit factorization of certain polynomials over abstract Hecke rings in their parabolic

extensions.

As coefficients in the explicit formulas for the action of Hecke operators appear cer-

tain finite trigonometrical sums, the interaction sums, linking in fact Hecke rings of sym-

plectic and orthogonal groups. Properties of the interaction sums are considered in
'

3.

When the linear variables V * ( V1,V2 ) of the harmonic theta function ( 0.12 ) take

certain fixed rational values one gets the harmonic theta series with the rational transla-

tions, which are important when the numbers of solution of quadratic Diophantine prob-

lems satisfying congruential conditions are considered. In
'

5 we apply the explicit formu-

las of
'

4 in order to derive analogous formulas for the action of Hecke operators on the

harmonic theta series with rational translations of integral nonsingular quadratic forms in

an even number of variables. The similar formulas for the harmonic theta series of inte-

gral positive definite forms in an even number of variables were formerly obtained by A.N.

Andrianov in [6] (the case of special scalar harmonic forms), by E. Freitag in [17] (the case

of quadratic forms of level one and the zero translation), and by V.G. Zhuravlev in [33] (the

case of the zero translation).

It would be just natural to expect that the existing technique will allow one to extend
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the principal results of this paper to theta functions and theta series of integral quadratic

forms in an odd number of variables.

Completing the introduction I would like to express my grateful thanks to Professor

Eberhard Freitag of Heidelberg University for numerous stimulating discussions of Hecke

operators. I am also thankful to Professor Roland Gillard and Alexei Panchishkin of Institut

Fourier in Grenoble, where the present paper was completed during the spring of 1996, for

their kind invitation, hospitality and useful discussions. Finally I want to thank Madame

Myriam Charles who has skillfully prepared the TEX -file of my manuscript.

Notation. — As usual, the letters
	

, � , � and � are reserved for the ring of rational

integers, the field of rational numbers, the field of real numbers, and the field of complex

numbers, respectively. � m
n is the set of all m � n-matrices with entries in a set � , � m *�� m

1 ,

and � n *�� 1
n .

If M ��� m
n , then t M ��� n

m is the transposed matrix. We write

1n * diag ( 1, . . . ,1� ��� 	
n

)

for the unit matrix of order n. Besides, we use systematically the notation ( 0.11 ) and ( 0.13 ) .
We shall say that a square matrix with entries in

	
is even if it is symmetric and has

only even entries on the main diagonal, i.e. if it is the matrix ( 0.3 ) of an integral quadratic

form. The level on an even nonsingular matrix Q is the least natural number d such that

dQ � 1 is even.

1. Harmonic theta functions

In this section we shall remind the basic definitions and automorphic properties

under symplectic transformations of the harmonic theta functions. For more details and

proofs see Andrianov [11],
'&'

4-6.

We shall first remind that a function P : � m
n 
 � is called harmonic, if it is har-

monic in mn variables in the sense that

∆P * ,
i,j

∂2P ( T )
( ∂ti j ) 2 * 0,

it is called pluriharmonic, if the functions T 
 P ( T A ) are harmonic for all A � GLn ( � ) .
Let

ρ : GLn ( � ) � 
 GLa ( � )
9



be a polynomial group representation, i.e. a group homomorphism given component-wise

by polynomial functions, then a ρ-harmonic form is a component-wise harmonic polyno-

mial mapping

P : � m
n � 
 � a

satisfying the condition

P ( T A ) * ρ ( t A ) P ( T ) for all A � GLn ( � ) .
It is clear that each harmonic form is component-wise pluriharmonic. The definition of

ρ-harmonic forms is related to the quadratic form q ( x ) * x2
1
� ����� � x2

m in the sense that

the mapping T 
 P ( εT ) is a ρ-harmonic form for each ε of the complex orthogonal group

Om ( � ) of order m, if the mapping P is a ρ-harmonic form. Let us define now harmonic

forms related to arbitrary real nonsingular quadratic forms. Let q ( x ) * q ( x1 , . . . ,xm ) be

such a form, Q the matrix of q (see ( 0.3 ) ), and H � � ( Q ) a matrix of the majorant space

( 0.6 ) of Q. Since the matrix H is positive definite and satisfies Q � 1 � H � * Q, it follows that

there exists a real invertible m-matrix S such that

Q *
�

1k 0
0 � 1` � � S � , and H * 1m � S � * tSS ( 1.1 )

(see ( 0.11 ) ), where ( k ,` ) is the signature of the form q. We set

S *
�

S �
S � � , where S � � � k

m , S � � � `
m . ( 1.2 )

Further, let

ρ � : GLn ( � ) � 
 GLa ( � ) ,ρ � : GLn ( � ) � 
 GLb ( � ) ( 1.3 )
be two polynomial representations and let

P � : � k
n � 
 � a ,P � : � `

n � 
 � b

be a ρ � -harmonic form and a ρ � -harmonic form, respectively. Then the mapping

P0 * P ��� P � : � m
n * � k � `

n � 
 � ab

defined by

( P ��� P � )
�

T �
T � � * P � ( T � )�� P � ( T � )

where T � �
� k
n , T � �
� `

n , and the tensor (or Knonecker) product of a c � d-matrix A by a

e � f -matrix B is the ce � d f -matrix

A � B *��	 Ab11
����� Ab1f

�����������������

Abe1
����� Abe f


�
,

is a ρ � � ρ � -harmonic form with

( ρ ��� ρ � ) ( A )+* ρ � ( A )�� ρ � ( A ) � GLab ( � ) ,
10



as it easily follows from well known properties of the tensor product. Finally, returning to

the pair Q,H , we shall say that the polynomial mapping

P * PS : � m
n � 
 � ab ( 1.4 )

defined by

P ( T )+* ( P0 � S ) ( T ) * P � ( S � T )�� P � ( S � T ) ,
where S is a matrix of the form ( 1.2 ) satisfying ( 1.1 ) , is a ρ � � ρ � -harmonic form relative

to the pair Q,H . Such a form satisfies the relation

P ( T A ) * P � ( S � T A )�� P � ( S � T A ) ( 1.5 )
* ( ρ � � ρ � ) ( t A ) P ( T )

for each A � GLn ( � ) . In addition, if a complex m-matrix ε satisfies Q � ε � * Q and H � ε � *
H , then one can easily see that the mapping

T � 
 ( P � ε ) ( T ) * P ( εT )+* P0 ( SεT )
is again a ρ ��� ρ � -harmonic form relative to the pair Q,H .

With the above notation and assumptions, if P is a harmonic form relative to the

pair Q,H , then the series ( 0.12 ) , where V1,V2 � � m
n , V * ( V1,V2 ) , Z * X

�
iY � � n ,

and H � � ( Q ) , converges absolutely and uniformly on compacts in � m
2n � � n � � ( Q ) .

The resulting � ab -valued (real-analytic) function is called the harmonic theta function of

the pair Q,H of genus n with the coefficient form P.

We shall remind that the integral symplectic group (or the Siegel modular group) of

genus n is defined by

Spn ( 	 ) * Γn * 	 M � 	 2n
2n; tM Jn M * Jn � ( 1.6 )

where

Jn *
�

0 1n

� 1n 0 � . ( 1.7 )
We formulate now transformation properties of the harmonic theta functions of integral

nonsingular quadratic forms in an even number of variables under integral symplectic

transformations which are specializations of general formulas obtained in Andrianov [11],

Theorems 4.1, 4.2 and 4.3.

T 1.1. — Let Q be the matrix of an integral nonsingular quadratic form in

an even number m of variables, i.e. an even nonsingular matrix of an even order m, ( k ,` )
the signature of the form and H belongs to the majorant space ( 0.6 ) of Q. Let P * PS

be a ρ � � ρ � -harmonic form ( 1.4 ) on � m
n relative to the pair Q,H , where ρ � and ρ � are
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polynomial representations ( 1.3 ) with n,a,b * 1,2, ����� . Then, for each integral symplectic

matrix M *
�

A B
C � � of the group

Γn
0 ( d )+*

�
M *

�
A B
C � � � Γn ; C � 0 ( mod d )�� , ( 1.8 )

where d is the level of Q (see Notation), the theta function ( 0.12 ) of the pair Q,H of genus

n with the coefficient form P satisfies the following functional equation

ΘP ( V tM , ( AZ
�

B ) ( C Z
� � ) � 1; H ,Q )+*

µQ ( M ) jk ,` ( M ,Z ) ρ � ( C Z
� � )�� ρ � ( C Z

� ��) ΘP ( V ,Z ; H ,Q ) ( 1.9 )
where

jk ,` �
�

A B
C � � ,Z ��* ( det ( C Z

� ��) )�� k � ` 	 /2 � det ( C Z
� � ) � ` , ( 1.10 )

and where

µQ ( M )+* µQ �
�

A B
C � � � * χQ ( det ��) ( 1.11 )

with the real Dirichlet character χQ modulo d satisfying

χQ ( � 1 ) * ( � 1 ) � k � ` 	 /2, ( 1.12 )
χQ ( p )+* � ( � 1 ) m/2 det Q

p
� (the Legendre symbol)

if p is an odd prime, and

χQ ( 2 ) * 2 � m/2 ,
r ��� m/2 � m

exp ( πiQ � r � /2 ) ,
if d is odd.

2. Hecke operators

Here we shall recall definitions and basic properties of Hecke rings and Hecke op-

erators. For details and proofs, see Andrianov [5], Chapter 3,
' '

3.1, 3.3.

Let G be a multiplicative semigroup, and Γ 
 G a subgroup. We let� * L � ( Γ 
 G ) , ( 2.1 )
where � is a commutative and associative ring with the identity, be the free (left) � -module

consisting of all formal finite linear combinations t *��
i

ai ( Γgi ) with coefficients ai ���

12



of symbols ( Γgi ) , gi � G , which are in one-to-one correspondence with the left cosets Γg

of the set G with respect to the group Γ. Further, we let
� * D � ( Γ 
 G ) * 	 t * ,

i

ai ( Γgi ) � � ; tγ * ,
i

ai ( Γgiγ )+* t for all γ � Γ � ( 2.2 )
denote the submodule of

�
consisting of all elements which are invariant relative to the

natural (right) action of the group Γ on
�

. If � G � Γ denotes the subset of G consisting of all

elements g � G such that the double coset Γg Γ consists only of finitely many left cosets

modulo Γ :

� Γ 
 Γg Γ � < � , ( 2.3 )
then one can easily see that � G � Γ is a subsemigroup of G and the elements

� g � * � g � Γ * ,
gi � Γ � Γg Γ

( Γgi ) � � ( g � � G � Γ ) ( 2.4 )
corresponding to different double cosets Γg Γ 
 � G � Γ belong to

�
and form a free basis of�

over � , in particular,

D � ( Γ 
 G ) * D � ( Γ 
 � G � Γ ) . ( 2.5 )
The product of elements of

�
given by the formula

� ,
i

ai ( Γgi ) � � ,
j

bj ( Γhj ) � * ,
i,j

ai bj ( Γgi hj ) ,
does not depend on the choice of representatives gi � Γgi , hj � Γhj , belongs to

�
,

and makes
�

into an associative ring, called the Hecke ring of the pair ( Γ ,G ) over � . The

Hecke rings were first introduced by G. Shimura in the late fifties in a slightly different but

equivalent form. When considering Hecke rings one can replace, by ( 2.5 ) , the semigroup

G by � G � Γ and so assume at the beginning that

G * � G � Γ . ( 2.6 )
The pair ( Γ ,G ) satisfying ( 2.6 ) will be called `(eft)-finite. Suppose now that the semigroup

G acts on a (left) � module � by linear operators

g : v � 
 v � g ( v ��� ,g � G )
satisfying

v � g � g1 * v � g g1 ( v ��� ,g ,g1 � G ) ( 2.7 )
and we let

� ( Γ ) *
	 v ��� ; v � γ * v for all γ � Γ � ( 2.8 )
be the submodule of Γ-invariant elements of � . Then for every v ��� ( Γ ) and every

t * �
i

ai ( Γgi ) 
 � the element

v � t * ,
i

ai v � gi ( 2.9 )
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does not depend on the choice of representatives gi � Γgi , it also belongs to the submod-

ule � ( Γ ) and we have

v � t � t1 * v � t t1 ( 2.10 )
for any v � � ( Γ ) , t ,t1 � � . Thus, the correspondence t 
 � t is a linear representation of

the Hecke ring
�

in the module � ( Γ ) . The operators � t are called Hecke operators.

In the situation which interests us – the action of Hecke operators on the harmonic

theta series of genus n of an integral quadratic form of level d considered in Theorem 1.1 –

the role of G is played by the semigroup

S * Sn
0 ( d )+*

�
M *

�
A B
C � � � 	 2n

2n; tM Jn M * µ ( M ) Jn ,

µ ( M ) > 0,g .c .d ( d ,µ ( M ) ) * 1,C � 0 ( mod d )�� , ( 2.11 )
where Jn is the skew-symmetric matrix ( 1.7 ) , and the role of Γ is played by the group Γn

0 ( d )
defined by ( 1.8 ) . The pair ( Γn

0 ( d ) ,Sn
0 ( d ) ) is `-finite, by Lemma 3.3.1 of Andrianov [5], and

the corresponding Hecke ring over � * �
Ln

0 ( d )+* D � ( Γn
0 ( d ) ,Sn

0 ( d ) ) ( 2.12 )
will be called the Hecke ring of the group Γn

0 ( d ) . To define the Hecke operators, we shall

take as a representation space for the semigroup Sn
0 ( d ) the space

� * � ( m,n,ab ) of all

� ab -valued real analytical functions F * F ( V ,Z ) on � m
2n � � n and define the action of

S * Sn
0 ( d ) on

�
by the formula

S � M *
�

A B
C � � : F 
 F � M * J ( M ,Z ) � 1 F ( V tM ,M � Z � ) , ( 2.13 )

where

M � Z � *
�

A B
C � � � Z � * ( AZ

�
B ) ( C Z

� � � 1 ) � � n ,

and where in the notation of Theorem 1.1 we set

J ( M ,Z ) * χQ ( det ��) jk ,` ( M ,Z ) ρ � ( C Z
� � )�� ρ � ( C Z

� ��) . ( 2.14 )
If M *

�
A B
C � � and M1 *

�
A1 B1

C1 � 1 � belong to S, and M � *
�

A � B �
C � � � � * M M1 , it

easily follows by the direct computation that

( C M1 � Z � � � ) ( C1Z
� � 1 ) * C � Z � � � , ( Z � � n ) , ( 2.15 )

and

χQ ( det � � ) * χQ ( det ( C B1
� � � 1 ) ) * χQ ( det � � 1 ) * χQ ( det � ) χQ ( det � 1 )

since C � 0 ( mod d ) . These relations imply that the matrices J ( M ,Z ) satisfy the relations

J ( M ,M1 � Z � ) J ( M1 ,Z ) * J ( M M1 ,Z )
14



for every M ,M1 � Sn
0 ( d ) and Z � � n , hence we conclude that the action ( 2.13 ) satisfies

the condition ( 2.7 ) ,
F � M � M1 * F � M M1 ( F � �

,M ,M1 � S ) . ( 2.16 )
This allows us to define the standard representation T 
 � T of the Hecke ring Ln

0 ( d ) on

the subspace � ( Γn
0 ( d ) )+* 	 F � �

; F � γ * F for all γ � Γn
0 ( d ) � ( 2.17 )

of all Γn
0 ( d ) -invariant functions of

�
. Let

T * ,
Mi � Γn

0 � d 	 � Sn
0 � d 	

ai ( Γn
0 ( d ) Mi ) � Ln

0 ( d ) ( 2.18 )
be an element of the Hecke ring ( 2.12 ) . According to Theorem 1.1, in the notation and

assumptions of the theorem, the theta function ΘP ( V ,Z ; H ,Q ) of genus n of the pair Q,H

with the coefficient form P , when considered as a function of V and Z ,

ΘP ( V ,Z ; H ,Q ) * Θ ( V ,Z ) , ( 2.19 )
belongs to the space

� ( Γn
0 ( d ) ) , and so its image

ΘP ( V ,Z ; H ,Q ) � T * ( Θ � T ) ( V ,Z ) * ,
i

ai ( Θ � Mi ) ( V ,Z )
* ,

i

ai J ( Mi ,Z ) � 1 ΘP ( V tMi ,Mi � Z � ; H ,Q ) ( 2.20 )
under the Hecke operator � T corresponding to the element ( 2.18 ) does not depend on

the particular choice of representatives Mi � Γn
0 ( d ) Mi , and belongs again to the space� ( Γn

0 ( d ) ) .
The purpose of this paper is to show that under certain conditions on the elements

T of Ln
0 ( d ) the images ( 2.20 ) of the theta function ΘP ( V ,Z ; H ,Q ) under the Hecke oper-

ators � T are linear combination with constant coefficients of similar theta functions, but

first we derive direct formulas for the images expressing them as infinite sums with explic-

itly given coefficients.

By ( 2.11 ) , each matrix M � Sn
0 ( d ) satisfies the relation tM Jn M * µ ( M ) Jn , where

µ ( M ) is a positive integer coprime with d. The number µ ( M ) is called the multiplier of M .

It is obvious that

µ ( M M1 ) * µ ( M ) µ ( M1 ) ( M ,M1 � Sn
0 ( d ) ) , ( 2.21 )

and

µ ( M ) * 1 ��� M � Γn
0 ( d ) . ( 2.22 )

It follows that the function µ is constant on the left and double cosets of M modulo the

group Γn
0 ( d ) , and so one can speak on the multiplier of the corresponding cosets,

µ ( Γn
0 ( d ) M ) * µ � Γn

0 ( d ) M Γn
0 ( d ) � * µ ( M ) .
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We say that a nonzero (formal) finite linear combination T of left or double cosets modulo

Γn
0 ( d ) contained in Sn

0 ( d ) is homogeneous of the multiplier µ ( T )�* µ, if all of the cosets

have multiplier µ. It is obvious that each of the finite linear combinations is a finite sum of

homogeneous linear combinations of different multipliers, its homogeneous components,

which are uniquely determined. In particular, this allows one to reduce the general Hecke

operator � T to the case when T is homogeneous.

Another reduction is related to a special choice of representatives in the left cosets

Γn
0 ( d ) M contained in Sn

0 ( d ) . By Lemma 3.3.4 of Andrianov [5] and the definition of Sn
0 ( d ) ,

each of the left cosets contains a representative of the form

M *
�

A B
0 � � with A,B, � � 	 n

n,
tA � * µ ( M ) 1n ,

tB � * t� B. ( 2.23 )
These representatives are very convenient for computations with Hecke operators and will

be referred as triangular.

With the above definitions we can now prove the following proposition.

P 2.1. — In the notation and assumptions of Theorem 1.1, the image

( 2.20 ) of the theta function ΘP ( V ,Z ; H ,Q ) under the Hecke operator corresponding to an

homogeneous element

T * ,
i

ai ( Γn
0 ( d ) Mi ) � Ln

0 ( d ) ( 2.24 )
with the multiplier µ ( T )+* µ, where all of the representatives Mi are supposed to be trian-

gular,

Mi *
�

Ai Bi

0 � i � , tAi � i * µ1n , tBi � i * t� i Bi , ( 2.25 )
is equal to the series

,
N � C n � Q/µ 	 I ( N ,Q,T ) P ( µ � 1 ( N � µV2 ) ) e 	 X � µ � 1Q � N � µV2 � ��� � 1Y µ � 1H � N � µV2 �

�
2 � t ( µV1 ) µ � 1QN � t ( µV1 ) µ � 1Q � ( µV2 ) � , ( 2.26 )

where

C n ( Q/µ ) *
	 N � 	 m
n ; µ � 1Q � N � is even � , ( 2.27 )

I ( N ,Q,T ) * ,
i;N t �

i � 0 � mod µ 	 ai jQ ( � i ) � 1e 	 µ � 2Q � N � � t� i Bi � , ( 2.28 )

with

jQ ( ��)+* χQ ( � det � � ) � det � � m/2, ( � � 	 n
n ) ( 2.29 )

and where the other notation are the same as in ( 0.12 ) .
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Proof. — To shorten notation we shall write

e 	 X Q � N � V2 � � � � 1Y H � N � V2 � � 2 tV1QN � tV1QV2 � * e ( V ,Z ,H Q; N ) , ( 2.30 )
for the exponential factor in the general term of the series ( 0.12 ) for Θ P ( V ,Z ; H ,Q ) . An

easy direct computation based on definitions shows that for each matrix M of the form

( 2.23 ) one has the identity

e ( V � tM ,M � Z � ,H ,Q; N ) * e 	 B � � 1Q � N � � e ( µV ,Z ,µ
� 1H ,µ

� 1Q; N A ) ( 2.31 )
with the notation, the image ( 2.20 ) can be written in the form

,
N ��� m

n

,
i

ai J ( Mi Z ) � 1P ( N � V2
� t� i ) e ( V � tMi ,Mi � Z � ,H ,Q; N ) . ( 2.32 )

By ( 2.14 ) , ( 1.10 ) , ( 1.11 ) and ( 1.12 ) , one can write

J ( Mi ,Z ) * χQ ( det � i ) ( det � i ) k � `
2 � det � i � `ρ � ( � i )�� ρ � ( � i )

* jQ ( � i ) ρ � ( � i )�� ρ � ( � i ) ,
whence, by ( 1.5 ) and ( 2.25 ) ,

J ( Mi ,Z ) � 1P ( N � V2
� t� i ) * jQ ( � i ) � 1P ( µ � 1N Ai � V2 ) .

Hence, using the relations ( 2.31 ) for M * Mi , we can rewrite the sum ( 2.32 ) in the form

,
N ��� m

n

,
i

ai jQ ( � i ) � 1e 	 Bi � � 1
i Q � N � � P ( µ � 1 ( N Ai � µV2 ) ) e ( µV ,Z ,µ

� 1H ,µ
� 1Q; N Ai ) .

After combining here all of the terms with a fixed matrix

N � * N Ai * µN � t� � 1
i ,

using the obvious relations

e 	 Bi � � 1
i Q � N � � * e 	 � � 1

i Q � µ � 1N � � t� i � Bi � * e 	 µ � 2Q � N � � t� i Bi �
and then omitting the stroke, we get the sum

,
N ��� m

n

I ( N ,Q,T ) P � µ � 1 ( N � µV2 ) � e ( µV ,Z ,µ
� 1H ,µ

� 1Q,N ) . ( 2.33 )

In order to conclude the proof of the proposition, it suffices to show that

I ( N ,Q,T ) * 0 unless N � C n ( Q/µ ) , ( N � 	 m
n ) . ( 2.34 )

To see it, we recall that the image F ( V ,Z ) * ( Θ � T ) ( V ,Z ) given by the sum ( 2.33 ) belongs

to the space
� ( Γn

0 ( d ) ) , and, in particular, satisfies

� F �
�

1n B
0 1n � � ( V ,Z ) * F � ( V1

�
V2

� tB,V2 ) ,Z �
B )+* F ( V ,Z )
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for every B * tB � 	 n
n. These relations for the function F written in the form ( 2.33 ) with

V * ( V1,V2 ) * ( 0,0 ) and P � 1 turn into the relations

,
N ��� m

n

I ( N ,Q,T ) e 	 µ � 1Q � N � B � e 	 X � µ � 1Q � N � � � � 1Y µ � 1H � N � �

* ,
N ��� m

n

I ( N ,Q,T ) e 	 X µ
� 1Q � N � � � � 1Y µ

� 1H � N � �

which imply the formulas

I ( N ,Q,T ) e 	 µ � 1Q � N � B � * I ( N ,Q,T ) , ( N � 	 m
n ,B * tB � 	 n

n )
by uniqueness of the Fourier expansion of the analytical and periodical in X * tX � � n

n

function F ( 0,X
� � � 1Y ) . If N /� C n ( Q/µ ) , then there is an integral symmetric B such that

tr ( µ � 1Q � N � B ) /� 2
	

, and so e 	 µ � 1Q � N � B � �* 1. This proves ( 2.34 ) and the proposition. ��

3. Interaction sums

We call the trigonometrical sums I ( N ,Q,T ) , defined for homogeneous T by ( 2.28 )
and extended to the whole of Ln

0 ( d ) by linearity in T , the interaction sums because they

connect certain arithmetical structures related to orthogonal and symplectic groups. In

this section we consider some of their basic properties.

Over the whole of the section we assume that Q is a matrix of an integral nonsin-

gular quadratic form in an even number m of variables, i.e. an even nonsingular matrix

of even order m, ( k ,` ) is the signature of the form, d is the level of Q, and χQ is the corre-

sponding Dirichlet character modulo d, defined in Theorem 1.

L 3.1. — The interaction sums I ( N ,Q,T ) with N � 	 m
n and T � Ln

0 ( d ) do

not depend on the particular choice of triangular representatives in expansion of homoge-

neous component of T , and they satisfy the relations

I ( U N U � ,Q,T ) * I ( N ,Q � U � ,T ) ( 3.1 )
for every

U ,U � � Λm * GLm ( 	 ) . ( 3.2 )

Proof. — The first statement easily follows from definitions. As to the relations

( 3.1 ) , one can assume that T is an homogeneous element of the form ( 2.24 ) with the rep-

resentatives Mi satisfying ( 2.25 ) . Then we have

I ( U N U � ,Q,T ) * ,
i;U � N � t � � i

tU � 	 � 0 � mod µ 	 ai jQ ( � i
tU � ) e 	 µ � 2Q � U � � N � t ( � i

� tU � ) Bi
� tU � �
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* I � N ,Q � U � ,T
� ( U � ) � 1 0

0 t U � � ��* I ( N ,Q � U � ,T ) ,
since T is invariant under right multiplication by elements of Γn

0 ( d ) . ��

Next we consider relations between interaction sums for different genera n. For this

we shall introduce the corresponding Zharkovskaya mappings

ψn,r * ψ
n,r
Q : Ln

0 ( d ) � 
 Lr
0 ( d ) ( 3.3 )

for n > r � 1. If T � Ln
0 ( d ) is an element of the form ( 2.24 ) with the representatives

Mi of the form ( 2.25 ) , then after replacing of Mi by

�
tU � 1

i 0
0 Ui � Mi with suitable Ui �

GLn ( 	 ) , we may assume that all of the blocks � i of Mi have the form � i *
� � �i �

0 � � �i �
with � �i � 	 r

r (see, for example, Andrianov [5], Lemma 3.2.7), and so

Mi * ���	
�

A �i 0

� A � �i � �
B �i �

� � �
0

� � �i �
0 � � �i �



�
�
�

with A �i ,B �i , � �i � 	 r
r. ( 3.4 )

It follows from ( 2.25 ) , that

tA �i � �i * µ1r ,
tB �i � �i * t� i B �i , ( 3.5 )

so that

M �i *
�

A �i B �i
0 � �i � � Sr

0 ( d ) . ( 3.6 )
We set then

ψn,r T * ,
i

ai jQ ( � � �i ) � 1 ( Γr
0 ( d ) M �i ) . ( 3.7 )

It is easy to check that the linear combination ( 3.7 ) belongs to the Hecke ring L r
0 ( d ) , and

the mapping T 
 ψn,r T when extended by linearity to all of Ln
0 ( d ) is a � -linear ring

homomorphism.

P 3.2. — Let T be an element of Ln
0 ( d ) and N � 	 m

r with n > r � 1,

then

I � ( N ,0 ) ,Q,T � * I ( N ,Q,ψ
n,r T ) ( 3.8 )

where ψn,r is the Zharkovskaya mapping ( 3.3 )

Proof. — One can assume that T is homogeneous of the form ( 2.24 ) with the rep-

19



resentatives Mi taken in the form ( 3.4 ) . Then, by ( 2.28 ) , we get

I � ( N ,0 ) ,Q,T � * ,
i; � N ,0 	 � t � �i 0

�
t � � �i � � 0 � mod µ 	

ai jQ ( � � �i ) � 1 jQ ( � �i ) � 1 �

� e
�

µ � 2

�
Q � N � 0

0 0 � �
�

t � �i B �i �
� � � �

* ,
i;N t� �

i � 0 � mod µ 	 ai jQ ( � � �i ) � 1 jQ ( � �i ) � 1e 	 µ � 2Q � N � � t� �i B �i � ,

which proves ( 3.8 ) . ��

It is clear that the Zharkovskaya homomorphism maps homogeneous elements to

homogeneous. For some applications it is important to know what homogeneous ele-

ments belong to its image. The following proposition answers the question

P 3.3. — Let n > r � 1 and T be a nonzero homogeneous element of

Lr
0 ( d ) with the multiplier µ ( T ) * µ. Then the inclusion

T � ψn,r ( Ln
0 ( d ) ) ( 3.9 )

is equivalent with the conditions

either r � m/2, or r < m/2 and χQ ( p ) * 1

for each prime number p appearing in µ

to an odd power.

� ���� ( 3.10 )

Proof. — If µ is a power of a prime number, the assertion follows from definitions

and Proposition 2.13 of chapter 4 of the book Andrianov, Zhuravlev [13] (see also Andri-

anov [5], Proposition 4.2.19) with obvious changes. The general case follows then by [13],

chapter 3, Theorem 3.12 (see also [5], Theorem 3.3.12). ��

The following properties of the interaction sums are fundamental for applications

to the action of Hecke operators on theta functions.

T 3.4. — Let Q be an even nonsingular matrix of an even order m, d the

level of Q, and χQ the corresponding Dirichlet character modulo d. Let T be an homo-

geneous element of the Hecke ring Ln
0 ( d ) , where n � 1, with µ ( T )�* µ satisfying the

condition

T � ψm,n ( Ln
0 ( d ) ) , if n < m, ( 3.11 )

where ψm,n is the Zharkovskaya homomorphism. Then, for each matrix N � 	 m
n , the

interaction sum I ( N ,Q,T ) satisfies

I ( N ,Q,T ) * ,
� � A � Q,µ 	 /Λm; � - N

I ( � ,Q,ψn,m T ) , ( 3.12 )
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where
A ( Q,µ ) * 	 � � 	 m

m; � det � � * µm/2, the matrix µ � 1Q � � � is even �
Λm * GLm ( 	 ) ,

the condition � � N means that the matrix � � 1N is integral, and where

ψn,m T * T � � Lm
0 ( d )

denotes an homogeneous element with µ ( T � ) * µ ( T )+* µ, satisfying the conditions�
T � * ψn,m T, if n > m
T � * T, if n * m
ψm,nT � * T, if n < m.

We shall prove first three lemmas related to the action ( 2.20 ) of the Hecke operators

� T � for homogeneous T � � Lm
0 ( d ) with µ ( T � )+* µ on the theta function

Θm ( V ,Z ) * Θ ( V ,Z ; H ,Q ) , ( V �
� m
2m ,Z � � m ,H ��� ( Q ) ) ( 3.13 )

of genus m of Q,H with the coefficient form P * 1.

L 3.5. — Let Q be an even nonsingular matrix of an even order m with the

level d, and let T � � Lm
0 ( d ) be an homogeneous element with µ ( T � )+* µ. Then the image

of the theta function ( 3.13 ) under the Hecke operator � T � can be written in the form

( Θm � T � ) ( V ,Z )+* ,
� � A � Q,µ 	 /Λm

c ( � ,Q,T � ) Θ � µ � � 1V ,Z ; µ
� 1H � � � ,µ � 1Q � � � � , ( 3.14 )

with some coefficients c ( � ,Q,T ) independent of V ,Z ,H .

Proof. — If µ is a power of a prime number p, the formula follows from Andrianov

[3], Theorem 1. The general case follows, since by Andrianov, Zhuravlev [13], chapter 3,

Theorem 3.12 or Andrianov [5], Theorem 3.3.12 each homogeneous T is a sum of products

of homogeneous elements whose multipliers are powers of prime numbers. ��

L 3.6. — The coefficients c ( � ,Q,T ) in ( 3.14 ) satisfy the relations

,
� � A � Q,µ 	 /Λm; � - N

c ( � ,Q,T � ) * I ( N ,Q,T � ) ( 3.15 )
for each matrix N � 	 m

m, where I ( N ,Q,T ��) is the interaction sum ( 2.28 ) .
Proof. — Using the abbreviation ( 2.30 ) , one can rewrite the right hand side of

( 3.14 ) in the form

,
� � A � Q,µ 	 /Λm,N � ��� m

m

c ( � ,Q,T � ) e ( µ � � 1V ,Z ,µ � 1H � � � ,µ � 1Q � � � ,N � )

* ,
� � A � Q,µ 	 /Λm,N � ��� m

m

c ( � ,Q,T � ) e ( µV ,Z ,µ � 1H ,µ � 1Q, � N � )

* ,
N ��� m

m

� ,
� � A � Q,µ 	 /Λm, � - N

c ( � ,Q,T � ) � e ( µV ,Z ,µ � 1H ,µ � 1Q,N ) .
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On the other hand, by ( 2.33 ) , the left hand side of ( 3.14 ) can be written in the form

,
N ��� m

m

I ( N ,Q,T � ) e ( µV ,Z ,µ � 1H ,µ � 1Q,N ) .

Comparing the expansions we get ( 3.15 ) , by the uniqueness of Fourier coefficients of the

holomorphic and periodical in V1 � � m
m function ( Θm � T � ) ( ( V1,0 ) ,Z ) . ��

L 3.6. — The relations ( 3.15 ) with N * � � � A ( Q,µ ) turn into the equalities

c ( � � ,Q,T � ) * I ( � � ,Q,T � ) , ( � � � A ( Q,µ ) ) . ( 3.16 )

Proof. — In fact, if � � A ( Q,µ ) and � � � � , then � � * � U with an integral

matrix U of the determinant det U * det � / det � � *�� 1, i .e . U � Λm . ��

Proof of Theorem 3.4. — The relations ( 3.15 ) and ( 3.16 ) prove the theorem in the

case n * m.

If n > m and N � 	 m
n , then it is well known that there is a matrix U � Λn such that

N U * ( N � ,0 ) with N � � 	 m
m. Then, by ( 3.1 ) and ( 3.8 ) we have

I ( N ,Q,T ) * I ( ( N � ,0 ) ,Q,T ) * I ( N � ,Q,ψ
n,m T ) .

Since T � * ψn,m T � Lm
0 ( d ) , and T � is an homogeneous element with µ ( T � )�* µ ( T ) , we

can write

I ( N � ,Q,T � ) * ,
� � A � Q,µ 	 /Λm, � - N �

I ( � ,Q,T � ) ,

which proves the theorem in this case, because the conditions � � N � and � � N are clearly

equivalent.

Finally, let n < m. Then, by ( 3.11 ) , there is an homogeneous element T ��*
ψn,m T � Lm

0 ( d ) with µ ( T � ) * µ ( T ) satisfying ψm,n T � * T . By the above, we have

I ( ( N ,0 ) ,Q,T � )+* ,
� � A � Q,µ 	 /Λm; � - � N ,0 	 I ( � ,Q,T � )

for every N � 	 m
n . On the other hand, by ( 3.8 ) , we conclude that

I ( ( N ,0 ) ,Q,T � ) * I ( N ,Q,ψm,n T � ) * I ( N ,Q,T ) .
The case follows, since � � ( N ,0 ) if and only if � � N . ��

Unfortunately, in order to prove the elementary formulated theorem 3.3 we had to

use the nonelementary lemma 3.4 whose proof is based on a complicated factorization

theory of standard Rankin polynomials in parabolic extensions of symplectic Hecke rings.

It would be very interesting to find an elementary (and simple) proof of the theorem.
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Finally, for future applications we shall formulate here important composition rela-

tions for the interaction sums. We shall prove the relations in the next section as an appli-

cation of explicit formulas for the action of Hecke operators on theta functions.

P 3.7. — Let Q be an even nonsingular matrix of even order m, of level

d and character χQ . Let T,T � be two homogeneous elements of Ln
0 ( d ) , where n � 1, such

that T � ψm,n ( Lm
0 ( d ) ) , if n < m. Then, for each matrix N � 	 m

n the following relation

holds

I ( N ,Q,T T � ) * ,
� �

,N ����� � A � Q ,µ � /Λm , � m
n /Λn � ;�

N � � N Λn

I ( � ,Q,ψ
n,m T ) I ( N � ,µ � 1Q � � � ,T � ) ( 3.17 )

where µ * µ ( T ) . In particular, if n * m and N � A ( Q,µµ � ) , where µ � * µ ( T � ) , then

I ( N ,Q,T T � ) * ,
� �

,N � ��� � A � Q ,µ � /Λm ,A
�
µ � 1 Q � �	� ,µ � � /Λm � ;�

N � � N Λm

I ( � ,Q,T ) I ( N � ,µ � 1Q � � � ,T � ) . ( 3.18 )

4. Theta-theta formulas for Hecke operators

In this section we obtain explicit formulas expressing the images ( 2.20 ) of harmonic

theta functions of integral nonsingular quadratic forms in an even number of variables

under Hecke operators in the form of linear combinations with explicitly given coefficients

of similar theta functions (the theta-theta formulas).

T 4.1. — Let Q be an even nonsingular matrix of even order m,d the level

of Q,χQ the Dirichlet character modulo d defined in Theorem 1.1, and H belongs to the

majorant space ( 0.7 ) of Q. Let T be an homogeneous element with µ ( T )+* µ of the Hecke

ring Ln
0 ( d ) , where n � 1, satisfying the condition

T � ψ
m,n ( Lm

0 ( d ) ) , if n < m,

where ψm,n is the Zharkovskaya homomorphism ( 3.3 ) . Then the image ( 2.20 ) of the theta

function ΘP ( V ,Z ; H ,Q ) of the pair Q,H of genus n with a harmonic coefficient form P

under the Hecke operator � T is a linear combination of theta functions of the form

ΘP ( V ,Z ; H ,Q ) � T *
,

� � A � Q,µ 	 /Λm

I ( � ,Q,ψn,m T ) ΘP - µ � 1 � ( µ � � 1V ,Z ; µ � 1H � � � ,µ � 1Q � � � ) , ( 4.1 )
where

( P � µ � 1 � ) ( U )+* P ( µ � 1 � U ) ( U � � m
n ) ( 4.2 )
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and where the other notation are the same as in Theorem 3.4.

Proof. — By Proposition 2.1, we can write the left hand side of ( 4.1 ) in the form

,
N � C n � Q/µ 	 I ( N ,Q,T ) P ( µ � 1 ( N � µV2 ) ) e ( µV ,Z ,µ � 1H ,µ � 1Q; N ) ,

where we use the abbreviation ( 2.30 ) . Substituting here the expression ( 3.12 ) for the inter-

action sum I ( N ,Q,T ) we get the expression

,
� � A

�
Q ,µ � /Λm

N � � m
n

I ( � ,Q,ψn,m T ) P ( µ � 1 ( � N � µV2 ) ) e ( µV ,Z ,µ � 1H ,µ � 1Q, � N )

* ,
� � A � Q,µ 	 /Λm

I ( � ,Q,ψn,m T ) ,
N ��� m

n

P ( µ � 1 � ( N � µ � � 1V2 ) )��
� e ( µ � � 1V ,Z ,µ � 1H � � � ,µ � 1Q � � � ; N ) ,

which proves the formula ( 4.1 ) . ��

As an application of the theorem we shall prove the proposition 3.7.

Proof of Proposition 3.7. — Applying the theorem in the case P * 1, we get

Θ ( V ,Z ; H ,Q ) � T * ,
� � A � Q,µ 	 /Λm

I ( � ,Q,ψn,m T ) Θ ( µ � � 1V ,Z ; µ � 1H � � � ,µ � 1Q � � � ) .

If we apply now the operator � T � to the both sides of this relation, we get

Θ ( V ,Z ; H ,Q ) � T � T � * Θ ( V ,Z ; H ,Q ) � T T �
* ,
� � A � Q,µ 	 /Λm

I ( � ,Q,ψn,m T ) ( Θ � � T � ) ( V ,Z ) , ( 4.3 )
where

Θ � ( V ,Z ) * Θ ( µ � � 1V ,Z ,µ
� 1H � � � ,µ � 1Q � � � .

By Proposition 2.1, we have

Θ ( V ,Z ; H ,Q ) � T T � * ,
N � C n � Q/µµ � 	 I ( N ,Q,T T � ) e ( µµ � V ,Z , ( µµ � ) � 1H , ( µµ � ) � 1Q; N )

and

( Θ � � T � ) ( V ,Z ) * ,
N � � C n � µ � 1Q � ��� /µ � 	 I ( N � ,µ � 1Q � � � ,T � ) �

� e ( µµ � � � 1V ,Z , ( µµ � ) � 1H � � � , ( µµ � ) � 1Q � � � ,N )
* ,

N � � C n � µ � 1Q � ��� /µ � 	 I ( N � ,µ � 1Q � � � ,T � ) �
� e ( µµ � V ,Z , ( µµ � ) � 1H , ( µµ � ) � 1Q; � N � )
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(see ( 2.30 ) ). Then the relation ( 4.3 ) turns into

,
N ��� m

n

I ( N ,Q,T T � ) e ( µµ � V ,Z , ( µµ � ) � 1H , ( µµ � ) � 1Q; N )+*

,
� � A

�
Q ,µ � /Λm

N � � � m
n

I ( � ,Q,ψ
n,m T ) I ( N � ,µ � 1Q � � � ,T � ) e ( µµ � V ,Z , ( µµ � ) � 1H , ( µµ � ) � 1Q; � N � ) ,

where we have extended the summation sets for N and N � because of ( 2.34 ) . If we set here

V2 * 0, compare corresponding Fourier coefficients of the holomorphic and periodical

in V1 function Θ ( ( V1,0 ) ,Z ; H ,Q ) � T T � , and use ( 3.1 ) , we get the relations ( 3.17 ) . The

relations ( 3.18 ) follow from ( 3.17 ) because the conditions � � A ( Q,µ ) , N � A ( Q,µµ � ) ,
and � � N imply clearly that

N � * � � 1N � A ( µ � 1Q � � � ,µ � ) . ��

5. Harmonic theta series

In this section we assume again that Q is an even nonsingular matrix of an even

order m, ( k ,` ) is the signature of the quadratic form with the matrix Q, and d is the level of

Q. We assume also that H is a matrix of the majorant space ( 0.7 ) of Q and P : � m
n 
 � ab

is a ρ � � ρ � -harmonic form relative to the pair Q,H with n � 1 in the sense of
'

1.1.

The purpose of this section is to derive explicit transformation formulas under

Hecke operators for the series of the form

ΘP ( Z ; H ,Q � R )+* ΘP ( ( 0,R ) ,Z ; H ,Q ) *
,

N ��� m
n

P ( N � R ) e 	 X Q � N � R � ��� � 1Y H � N � R � � ( 5.1 )

(see ( 0.13 ) ), where R ��� m
n is a rational m � n-matrix. These series appears when one con-

siders numerical characteristics of integral representations of quadratic forms by quadratic

forms satisfying congruential conditions. The series ( 5.1 ) will be referred as the theta series

of the pair Q,H of genus n with the coefficient form P and the translation R.

We shall consider the theta series ( 5.1 ) as an element of the space � *�� ( n,ab ) of

all real analytic function F :
�

n 
 � ab . If F ��� and M *
�

A B
C � � is a real 2n � 2n-

matrix satisfying the condition

tM Jn M * µ ( M ) Jn with µ ( M ) > 0, � Jn *
�

0 1n

� 1n 0 � � ( 5.2 )
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we set

F � M * ( F � M ) ( Z ) * J0 ( M ,Z ) � 1 F ( ( AZ
�

B ) ( C Z
� � ) � 1 ) , ( Z � � n ) ( 5.3 )

where

J0 �
�

A B
C � � ,Z � *
( det ( C Z

� � ) ) � k � ` 	 /2 � det ( C Z
� � ) � `ρ � ( C Z

� ��)�� ρ � ( C Z
� � ) ( 5.4 )

(compare with ( 2.13 ) , ( 2.14 ) ). It follows from ( 2.15 ) that

J0 ( M ,M1 � Z � ) J0 ( M1,Z ) * J0 ( M M1 ,Z ) ,
whence

F � M � M1 * F � ( M M1 )
for every real 2n � 2n-matrices M ,M1 satisfying ( 5.2 ) . In order to define the action of

Hecke operators on the theta series ( 5.1 ) , we shall follow the general pattern set forth in'
2 starting from the action ( 5.3 ) on � of the semigroups

S * Sn ( h ) *
�

M � Sn
0 ( h ) ; M *

�
µ ( M ) 1n 0

0 1n � ( mod h )�� ( 5.5 )
(see ( 2.11 ) ) and the corresponding principal congruence subgroups

Γ * Γn ( h )+*
	 M � Γn ; M � 12n ( mod h ) � ( 5.6 )
of the modular group ( 1.6 ) with such levels h that the function F ( Z )&* ΘP ( Z ; H ,Q � R )
belongs to the subspace

� ( Γn ( h ) ) * 	 F � � ; F � M * F for all M � Γn ( h ) � ( 5.7 )
of all Γn ( h ) -invariant elements of G . To find these levels, we first prove a lemma.

L 5.1. — For given Q and R, let h be a natural number satisfying the condi-

tions :

hR � 	 m
n , and the matrix hQ � R � is even. ( 5.8 )

Then

ΘP ( ( RC ,R � ) ,Z ; H ,Q ) * ΘP ( ( 0,R ) ,Z ; H ,Q ) ,
for each pair C , � of integral n-matrices satisfying ( C , ��) � ( 0,1n ) ( mod h ) and � � tC *
C � t� .

Proof. — By the definition (see ( 0.12 ) ), we have

ΘP ( ( RC ,R � ) ,Z ; H ,Q )�*
* ,

N ��� m
n

P ( N � R � ) e 	 X � Q � N � R � � � iY � H � N � R � � � 2 � t ( RC ) QN � t ( RC ) QR � � .
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(Since h divides C and the matrix hR is integral, it follows that the matrix 2 t ( RC ) QN has

even trace. The trace of t ( RC ) QR � * tC Q � R � � is also even, because it is equal to the

trace of Q � R � � � tC * hQ � R � h � 1C � t� , the matrix hQ � R � is even, and the matrix h � 1C � t�
is integral and symmetric. It follows that the last series is equal to

,
N ��� m

n

P ( N � R � ) e 	 X � Q � N � R � � � iY � H � N � R � � � .

Since N � R � * N
�

R ( 1n � � ) � R and the matrix R ( 1n � � )+* hR ( h � 1 ( 1n � � ) ) is
integral, it follows that the last sum coincides with ΘP ( ( 0,R ) ,Z ; H ,Q ) . ��

We can prove now the following :

P 5.2. — Let Q be a nonsingular even matrix of an even order m, let

R � � m
n , and let h be a positive integer satisfying the following three conditions :

hR � 	 m
n , the matrix hQ � R � is even,h is divisible by d , ( 5.9 )

where d is the level of Q. Then the theta series ( 5.1 ) satisfies

ΘP ( ( AZ
�

B ) ( C Z
� � ) � 1,H ,Q � R )+* J0 ( M ,Z ) ΘP ( Z ; H ,Q � R )

for each matrix M *
�

A B
C � � � Γn ( h ) , where J0 is the automorphy factor ( 5.4 ) .

Proof. — Since h is divisible by d, we have M � Γn ( d ) , and so

ΘP ( M � Z � ; H ,Q � R ) * ΘP � ( ( 0,R ) tM � 1 ) tM ,M � Z � ; H ,Q �
* J0 ( M ,Z ) ΘP ( ( 0,R ) tM � 1 ,Z ; H ,Q ) ,

where M � Z � * ( AZ
�

B ) ( C Z
� � ) � 1, by Theorem 1.1. Since

�
A1 B1

C1 � 1 � * tM � 1 �
Γn ( h ) , and h satisfies ( 5.8 ) , by Lemma 5.1 we can write

ΘP ( ( 0,R ) � tM � 1
,Z ; H ,Q ) * ΘP ( ( RC1 ,R � 1 ) ,Z ; H ,Q ) *

ΘP ( ( 0,R ) ,Z ; H ,Q ) * ΘP ( Z ; H ,Q � R ) . ��

The proposition shows that the theta series ( 5.1 ) belongs to the space ( 5.7 ) when-

ever h satisfies the conditions ( 5.9 ) . These h are, in general, greater then the level d of Q.

However, one can take h * d in a number of important cases. For example, if

L � 	 m
n and QL � 0 ( mod d ) ,

then

ΘP ( Z ; H ,Q � d � 1L ) � � ( Γn ( d ) ) . ( 5.10 )
Actually, it is sufficient to check that the matrix dQ � d � 1L � * d � 1Q � L � is even. But the

conditions on L imply that L * dQ � 1L1 with an integral matrix L1, and so the matrix

d � 1Q � L � * ( dQ � 1 ) � L1 � is even, since dQ � 1 is even, by the definition of level.
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We shall fix a positive integer h satisfying the conditions ( 5.9 ) . By Andrianov [5]

Lemma 3.3.1, the pair Γn ( h ) ,Sn ( h ) is `-finite, and so one can consider the Hecke ring

Ln ( h ) * D � � Γn ( h ) ,Sn ( h ) �
of the pair over � , which is called the Hecke ring of the group Γn ( h ) (over � ), and the linear

representation

Ln ( h ) � T * ,
i

ai ( Γn ( h ) Mi ) : F 
 F � T * ,
i

ai F � Mi

of the ring on the space � ( Γn ( h ) ) given by Hecke operators. We shall derive explicit for-

mulas for the action of the Hecke operators � T with T � Ln ( h ) on the theta series ( 5.1 )
from the formulas ( 4.1 ) for certain operators � T � with T � � Ln

0 ( d ) . In order to translate

the Hecke operators from the language of the group Γn
0 ( d ) into the language of the group

Γn ( h ) and back, we briefly describe relations between the corresponding Hecke rings. For

details and proofs, see Andrianov [5],
'

3.3, especially, Theorem 3.3.3, Lemma 3.3.4, and

Lemma 3.3.5, or Andrianov, Zhuravlev [13], Chapter 3,
'

3, Theorem 3.3, Lemma 3.4, and

Lemma 3.5.

Since d divides h, it follows that

Sn
0 ( d ,h ) * 	 M � Sn

0 ( d ) ; g .c .d ( µ ( M ) ,h ) * 1 �
* Γn

0 ( d ) Sn ( h )+* Sn ( h ) Γn
0 ( d ) . ( 5.11 )

The pair Γn
0 ( d ) , Sn

0 ( d ,h ) is clearly `-finite, and the corresponding Hecke ring

Ln
0 ( d ,h ) * D � � Γn

0 ( d ) ,Sn
0 ( d ,h ) �

is naturally a subring of Ln
0 ( d ) ,

Ln
0 ( d ,h ) 
 Ln

0 ( d ) ,
because Sn

0 ( d ,h ) 
 Sn
0 ( d ) . Let

T � * ,
i

ai ( Γn
0 ( d ) Mi ) � Ln

0 ( d ,h ) .
Without loss of generality we may assume, by ( 5.11 ) , that all of the representative Mi of the

left cosets Γn
0 ( d ) Mi belong to Sn ( h ) . Then we obviously have

T * η ( T � ) * ,
i

ai ( Γn ( h ) Mi ) � Ln ( h ) ,
and the map η is a homomorphic embedding of the ring Ln

0 ( d ,h ) into Ln ( h ) . In fact, η is a

ring isomorphism, and the inverse isomorphism

ζ : Ln ( h ) � 
 Ln
0 ( d ,h )

is determined by

ζ : Ln ( h ) � ,
j

bj ( Γn ( h ) Nj ) � 
 ,
j

bj ( Γn
0 ( d ) Nj ) .
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Using the isomorphism of Hecke rings, we can transfer the definition of interaction sums

considered in
'

3 to the elements T of Ln ( h ) by

I ( N ,Q,T ) * I ( N ,Q,ζ ( T ) ) , � N � 	 m
n ,T � Ln ( h ) � ( 5.12 )

and we can carry over the above Zharkovskaya homomorphism ( 3.3 ) to the rings Ln ( h ) :
for 1

�
r

�
n we define the homomorphism

ψn,v * ψ
n,r
Q : Ln ( h ) � 
 Lr ( h ) ( 5.13 )

starting from the condition of commutativity of the diagram

Ln
0 ( d ,h ) η� 
 Ln ( h )

�
� ψn,r

�
� ψn,r

Lr
0 ( d ,h ) η� 
 Lr ( h ) .

( 5.14 )

(Note that, clearly, ψn,r ( Ln
0 ( d ,h ) ) 
 Lr

0 ( d ,h ) ) .
The principal result of this section can be now formulated in the following form.

T 5.3. — Let Q be an even nonsingular matrix of an even order m and level

d, and let H � � ( Q ) . Let ΘP ( Z ; H ,Q � R ) be a theta series ( 5.1 ) of genus n � 1 of the

pair Q,H with a harmonic form P and a rational translation R. Finally, let h be a positive

integer satisfying the conditions ( 5.9 ) relative Q and R, and

T * ,
i

ai ( Γn ( h ) Mi )
an element of the Hecke ring Ln ( h ) , where matrices Mi � Sn ( h ) have a fixed multiplier

µ ( Mi ) * µ, and such that

T � ψ
m,n ( Lm ( h ) ) , if m > n,

where ψm,n is the Zharkovskaya map ( 5.13 ) . Then the image of the theta series under the

Hecke operator � T defined by

ΘP ( Z ; H ,Q � R ) � T * ,
i

ai J0 ( Mi ,Z ) � 1 ΘP ( Mi � Z � ; H ,Q � R )
(see ( 5.3 ) and ( 5.4 ) ) is equal to the sum

,
� � A � Q,µ 	 /Λm

I ( � ,Q,ψn,m T ) ΘP - µ � 1 � ( Z ; µ � 1H � � � ,µ � 1Q � � � � µ � � 1R ) ( 5.15 )

where Λm * GLm ( 	 ) ,
A ( Q,µ ) *
	 � � 	 m

m; � det � � * µm/2, the matrix µ � 1Q � � � is even � ,
I ( ) are the interaction sums ( 5.12 ) , ψn,m with n � m means the Zharkovskaya map ( 5.13 ) ,
and ψn,m T with n < m stands for a linear combination of the left cosets ( Γm ( h ) M �j ) with
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µ ( M �j ) * µ belonging to the inverse image ( ψm,n ) � 1Ln ( h ) , and where ( P � µ � 1 � ) ( U )�*
P ( µ � 1 � U ) .

Proof. — By the formula ( 4.1 ) for

T � * ζ ( T )+* ,
i

ai ( Γn
0 ( d ) Mi ) � Ln

0 ( d ,h ) 
 Ln
0 ( d )

and V * ( 0,R ) , we get the formula

,
i

ai J ( Mi ,Z ) � 1 ΘP ( ( 0,R ) � tMi ,Mi � Z � ; H ,Q )
* ,
� � A � Q,µ 	 /Λm

I ( � ,Q,ψ
n,m T � ) ΘP - µ � 1 � ( µ � � 1 ( 0,R ) ,Z ,µ

� 1H � � � ,µ � 1Q � � � ) . ( 5.16 )

Since all of Mi belong to Sn ( h ) , it follows from ( 2.14 ) , ( 5.4 ) , and Lemma 5.1 that J ( Mi ,Z ) *
J0 ( Mi ,Z ) , and

ΘP ( ( 0,R ) tMi ,Mi � Z � ; H ,Q ) * ΘP ( Mi � Z � ; H ,Q � R ) .
Hence the left hand side of ( 5.16 ) is equal to ΘP ( Z ; H ,Q � L ) � T . As to the right hand side,

we have I ( � ,Q,ψn,m T � ) * I ( � ,Q,ψn,m T ) , by ( 5.12 ) , since the diagram ( 5.14 ) is commu-

tative, and so it coincides with the sum ( 5.15 ) . ��

Remark 5.4. — Since det Q and µ are coprime, it easily follows that µ � � 1 belongs

to A ( Q,µ ) for each � � A ( Q,µ ) . In particular, the matrix µ � � 1 is integral.
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