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1. Introduction

Let ( ����� ) be a compact connected � -dimensional riemannian manifold; let (
���� ˜� )

be its universal cover endowed with the pulled-back metric; if �
	 �� , we define
�

(� ) = lim��

+ �

1� Log � vol( � ( ��� � )) �
where � ( ��� � ) denotes the ball of radius

�
around � in

�� . It is a classical fact that this

limit exists and does not depend on � . The invariant
�

(� ) is called the volume-entropy

of the metric � but, for the sake of simplicity, we shall use the term entropy (see for ex-

ample [B-C-G 1] for the relation with the topological entropy of the geodesic flow of � ).

In the article [B-C-G 1] we prove a theorem involving
�

(� ) which amounts to saying that

the functional ���� �
(� ) (suitably normalized) is minimal for locally symmetric metrics

of negative curvature. More precisely, let ( ����� 0) be a compact connected � -dimensional

riemannian manifold, where the metric � 0 is assumed to be locally symmetric with neg-

ative curvature, let us furthermore assume that � and � are topologically related in the

following sense: there exists a continuous map � : ����� of non-zero degree, then one

has

1.1. M  ([B-C-G 1]). — With the above notations one has

i)
���

(� ) vol( ����� ) � ��� ( � 0) vol( ����� 0)  deg �! .
ii) The equality case, namely

�
( � ) =

�
(� 0) and vol( ����� ) =  deg �! vol( ���"� 0), oc-

curs if and only if � is homotopic to a riemannian covering (i.e. a locally isometric cover-

ing).

Notice that, in this theorem, there is no assumption on the sign of the curvature

of ( ����� ).

This result has a series of corollaries described in [B-C-G 1], chapter 9. Among

them are rigidity type results both of riemannian nature and of dynamical nature. The

rigidity results follow from the equality case.

The purpose of this article is to present a quick and simple proof in a particular

case, namely when ( ����� ) has negative curvatureand � is a homotopy equivalence, and to

describe briefly how this quick proof extends to an alternative proof in the most general

case. Since a by-product of the main theorem is a proof of Mostow’s rigidity theorem

for negatively curved locally symmetric spaces, a by-product of the proof presented here

is a quick and unified proof of this rigidity result. The main idea is that we work with

4



measures; we, in a way, represent our manifolds as submanifolds of a space of probability

measures.

The spirit of this article is not to be exhaustive but descriptive. The original proof

and the corollaries are described in full details in [B-C-G 1]. For the sake of simplicity we

shall assume that all manifolds are orientable.

The first time that this question about the minimal value of the entropy was asked

is the article by A. Katok [Kat]. In this text A. Katok proved the main theorem stated above

when � = � and � is conformal to � 0; the approach developed was dynamical theoretic.

The question was then included in the riemannian geometric context by M. Gromov in

[Gro 1] and [Gro 2]; in particular the connection with the minimal volume question was

made (see [Gro 1] and [B-C-G 1]). The differences in the approach rely on a slight modi-

fication in the invariant used; indeed, M. Gromov asked the question of finding the min-

imal value of the volume-entropy (the invariant studied in this article) whereas A. Ka-

tok worked with the topological entropy of the geodesic flow; it is a classical fact that

they coincide on manifolds with non-positive curvatureand that, in general, the volume-

entropy is not greater than the topological entropy (see [Man]). The consequence is that

our main theorem gives, as a corollary, the analogous result on the topological entropy

and hence has consequences both for the riemannian geometry and for the study of the

geodesic flow. In [Gro 1] M. Gromov introduced a topological invariant, the simplicial

volume, which bounds from below the quantity
� �

( � ) vol( ����� ) and he showed that this

invariant is non-zero when � carries a negatively curved metric; this in turn shows that

the quantity
���

(� ) vol( ����� ) is bounded away from zero, and hence the question of find-

ing its minimal value among all riemannian metrics is meaningful. Unfortunately, one

paid for the universality of the simplicial volume: the lower bound that one obtained for���
( � ) vol( ����� ) was not sharp, even in dimension two.

In [B-C-G 0] we introduced our original method (different from the one presented

here). We manufactured an invariant of the differentiable structure of � ,
�

( � ), that

M. Gromov encouraged us to call the spherical volume. We compared
�

( � ) to the

simplicial volume and showed that it bounds below (with some universal constant) the

quantity
���

(� ) vol( ���"� ). Similarly we gave an alternative proof of Katok’s result on the

conformal class of a locally symmetric metric of negative curvature (see [B-C-G 0]). Us-

ing this technique we proved in [B-C-G 1] the main theorem as stated above and derived

the various corollaries. At this stage, it is worth mentioning another proof of Katok’s re-

sult in the conformal class of � 0 using an elegant idea: the volume-entropy is a convex

function of the metric. This proof is due to G. Robert [Rob]. The present text is devoted

to describing a different proof of the main theorem which yields a unique and easy proof

of Mostow’s strong rigidity theorem for the rank one case; easy enough to be taught even-
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tually at the undergraduate level!

The authors are delighted to thank A. Katok for asking for this article and for his

interest in our work.

2. The Patterson-Sullivan measure

Let ( � �"� ) be a connected � -dimensional riemannian manifold, where the metric

� is assumed to have negative curvature. The (arbitrary) choice of an origin 0 in the uni-

versal cover
�� of � , allows to identify

�� with the unit ball in R
�

, the geometric boundary� �� being identified with the unit sphere. In the case of dimension 2 and of constant cur-

vature, S.J. Patterson ([Pat]) gave a construction of a family of measures on
� �� indexed

by the points � 	 �� . It has been extended to higher dimension by D. Sullivan ([Sul]).

The variable curvature case is described by G. Knieper ([Kni]) and C. B. Yue ([CBY]). Let

us notice that, when � is compact (and negatively curved), which is the case we would

like to discuss in this article, this family of measures, suitably interpreted, yields the mea-

sure of maximal entropy for the geodesic flow, the so-called Bowen-Margulis measure, as

described by G. A. Margulis (see [Mar] and also [Kni] and [CBY]).

In the sequel � will be assumed to be compact. To each � 	 �� we associate a

measure on
� �� , denoted by ��� . For � and ��� in

�� , the measures ��� and ����� are in the

same class of density-measures and, for � 	 � �� ,� �	�� ����� ( � ) = 
��
� ( � ) ��� � ( �	� � )

where ����� ( ����� ) is the Busemann function computed at the point ( ����� ) and normalized

by ����� ( �	� ��� ) � 0. For the sake of simplicity we shall write � ( ����� ) for � 0( ����� ), where 0 is

the origin chosen in
�� . Let 1� ( � ) = �	� �� 
 �
� ( � ) � ( �	� � ) � � 0( � ), then � � = ! ( � ) ��� is a probability

measure on
� �� . Furthermore, the map��#" �%$ 1(

� �� )

� � " �%�&�
is equivariant, which means that, for any isometry ' of

�� (for example ' 	)()*,+ 1( � )),

one has

�.- ( � ) = '0/ ( � � )

(here $ 1(
� �� ) denotes the compact space of probability measures on

� �� ).

The construction of this family of measures follows the original idea of S. J. Pat-

terson (see [Nic] for a detailed exposition. Briefly it goes as follows: let �21 ( ����3 ) =
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�
-���� 
 �

1�� ( �	� - ( � )) be the Poincaré series of ( (acting on
�� by isometries). It converges for

�
	 � ( � ) and diverges for ��� � (� ). Now for �
	 � (� ) let us define

� ��� � ( � ) =

�
-���� 
 �

1�� ( �	� - ( � )) � - ( � )

�
-���� 
 �

1�� ( �	� - ( � ))

where
�

is the distance on
�� associated to ˜� , where ˜� is the metric pulled back from the

metric � on � and where � - ( � ) is the Dirac measure at ' ( 3 ). This defines a family of mea-

sures on
���� � �� and we obtain � � by taking a weak limit for a subsequence when � goes

to
�

(� ). The fact that the denominator diverges when � =
�

(� ), ensures that � � is concen-

trated on the set of accumulation points of the orbit ( ( 3 ), i.e. on the whole boundary
� ��

(let us recall that ( is cocompact). The other properties can be checked following [Nic]

and this is left to the reader. Let us point out the following remarks:

i) In our situation, namely ( is cocompact, the Patterson-Sullivan measure is

unique and thus the family ����� � ( � ) converges. Uniqueness is irrelevant in our construc-

tion.

ii) The other classical fact is that (again in our situation) it has no atom.

iii) To check the behaviour of the Poincaré series one can compare it to the be-

haviour of the integral � �� 
 � 1�� ( �	� � ) ���
˜� ( 3 ) (here

���
˜� ( 3 ) is the volume element on

�� ). This

suggests that we could use another family of measures involving these integrals. In fact,

in the cocompact case, this makes no difference. The fundamental reason is that, in the

definition of the volume-entropy (see the paragraph 1), the volume of big balls, which is

computed with respect to the riemannian measure of
�� , may be replaced by the measure

of the same balls, computed with respect to any measure ˜� on
�� which is the pulled-back

of some measure � on the basis � . The point of view of Poincaré series corresponds to

the choice � = Dirac measure at some point in � , while replacing Poincaré series by the

above integral corresponds to replacing the Dirac measure by the riemannian measure��� � . This last point of view (replacing Poincaré series by integrals) was used in [B-C-G 1]

and will be developed in the paragraph 6.

3. The barycentre

In [D-E], the authors define a map that associates to any measure on
� 1 (verifying

some assumptions) a point in the unit disc, called the barycentre (or centre of mass).

This map is equivariant with respect to the actions of the Möbius group on the unit disc
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and on
� 1 (considered as the boundary of the unit disc). Such a map still exists in the

� -dimensional hyperbolic case (see [D-E]), but also if we consider any metric on the � -

ball whose curvature is negative and bounded away from zero (see [B-C-G 1], Appendix

A for this obvious generalization that was afterwards also extended to CAT( " 1) spaces in

[B-M]). We give below a quick description of the construction, the details can be read in

[B-C-G 1], Appendix A. Let us also notice that this idea is contained, in a less elaborated

form, in the seminal works of H. Furstenberg ([Fur]).

As before ( ����� 0) denotes a compact negatively curved manifold (in the sequel � 0

will be a locally symmetric metric of negative curvature),
�� is identified with the unit ball

in R
�

and
� �� with the unit sphere by choosing an origin 0. In the sequel, let � 0( ����� ), for� 	 �� and ��	 � �� , be the Busemann function on

�� , associated to � 0 and normalized

at the origin, i.e. � 0(0 ��� ) = 0 for all � 	 � �� . One can think of � 0( ����� ) as the “distance”

between � and the point at infinity � . Now, if
�

is a measure on
� �� , let us define the

function �
( � ) =

�
� �� � 0( ����� )

���
( � )

for ��	 �� . It is the “average distance” between � and
� �� . It turns out that there is a point

which is the closest possible to infinity in the sense of the
�

-average. More precisely,

3.1. T. — If
�

has no atom, the function

�
is strictly convex on

�� . Fur-

thermore

�
( � ) goes to infinity when � goes to ��	 � �� along a geodesic. Hence

�
has a

unique critical point in
�� which is a minimum.

3.2. D. — The point where

�
achieves its minimum in

�� is called the

barycentre of the measure
�

and is denoted by bar(
�

).

Idea of the proof. — Since the metric ˜� on
�� is negatively curved, for each � 	� �� the function � �� � 0( � ��� ) is convex and therefore

�
, which is an average of such

functions is also convex. It is in fact not difficult to show that

�
is strictly convex, indeed� � ���

( � � � ) =

�
� �� � � � (

�
� � )( � � � ) ��� ( � )

is positive definite at each ��	 �� if
�

is different from the most degenerate case which is	
1
� � 1 + 	 2

� � 2 ( 	 1 � 0 and 	 2 � 0), where � 1 et � 2 are two different points on
� �� .

One shows furthermore that

�
( � ) " �� 


+ � + 
 (i.e. when � goes to infinity along a

geodesic). The reader is referred to [B-C-G 1], Appendix A for the details.
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Remarks.

i) The barycentre of a measure
�

is defined if the measure has no atom of weight

greater or equal to 1 � 2. We gave here a weak version which is sufficient for our purpose.

ii) Let us notice that the barycentre � 0 of a measure
�

, as a critical point of

�
, is

defined by the implicit vector equation:�
� �� � � 0( � 0 ��� )

( � ) ��� ( � ) = 0 �

4. The natural map

Let ( ����� ) and ( ����� 0) be two � -dimensional compact and negatively curved man-

ifolds. We assume that they are homotopically equivalent, i.e. that there exists two con-

tinuous maps

� : � � � and
�

: � ���
such that ��� � is homotopic to id � and

� � � is homotopic to id � . Since both � and �
are � ( +!� 1) (indeed, they carrynegatively curved metrics) this hypothesis is equivalent to

saying that their fundamental groups are isomorphic as abstract groups (see [B-P], p. 84).

In this paragraph we intend to construct, in this set up, a smooth map 	 : � �
� , which we call the “natural map”; its definition is highly geometric and hence it be-

comes the most natural candidate for being an isometry between ( ����� ) and ( ����� 0) when

this is expected. Its construction relies on some basic and classical facts that can be read

in full details in [B-P] (for example).

1st step (see [B-P], p. 84). — It is well known that if � and � are homotopically

equivalent, one can lift the map � (and
�

) to a map between the universal covers
�� and�� of � and � respectively in such a way that

˜� ( ' ( � )) = 
 ( ' ) ˜� ( � )

for all � 	 �� and ' 	,+ 1( � ). Here + 1( � ) and + 1( � ) acts on
�� and

�� respectively by

deck transformations and 
 is the isomorphism between + 1( � ) and + 1( � ) induced by

� . Furthermore, by regularization, ˜� (and ˜� ) can be taken to be � 1 maps. One can then

show that ˜� is a quasi-isometry between
�� and

�� (see [B-P], p. 86) here the compactness

of � and � is crucial. Finally a quasi-isometry gives rise to an homeomorphism between

the boundaries at infinity
¯� :
� ��#" � � ��
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satisfying also ¯� ��' = 
 ( ' ) � ¯� , where the action of the fundamental group on
�� (resp.�� ) is extended trivially to an action on

� �� (resp.
� �� ).

2nd step. — The Patterson-Sullivan measure described in the chapter 2 gives an

equivariant map � �� � � from
�� to the space $ 1(

� �� ) of probability measures on
� �� .

As mentioned before, for each � , � � has no atom. We can now push forward each mea-

sure �&� by the continuous map ¯� and thereby construct a map��#" � $ 1(
� �� )

� � " � ¯� / ( �&� ) �

The equivariance property of ¯� with respect to the actions of + 1( � ) on
� �� and on� �� via the isomorphism 
 shows that this map is equivariant with respect to the actions

of + 1( � ) on
�� and on $ 1(

� �� ) via 
 . Finally, since ¯� is a homeomorphism, the measures
¯� / ( �&� ) are well defined and have no atom.

3rd step. — We can now define the map
�
	 by�

	 ( � ) = bar( ¯� / ( �&� )) �
It clearly satisfies the equivariance relation�

	 ( ' ( � )) = 
 ( ' )
�
	 ( � ) �

It gives rise to a map 	 : ����� . Its regularity will be studied in the next chapter. Let us

notice that 	 induces also the isomorphism 
 between the two fundamental groups and

hence is homotopic to � .

Let us emphasize the fact that we only require that ¯� be continuous and that we

do not need finer regularity properties of this map. In fact, the only thing we shall need

on ¯� , in order to prove the regularity of 	 , is the fact that ¯�	/ : $ 1(
� �� ) � $ 1(

� �� )

exists, is linear and sends a measure with no atom on a measure of the same type. We

shall see in the next section the flexibility of this construction.

5. Volume and entropy: a particular case

We now proceed to the proof of the main theorem in a particular case. More pre-

cisely, let ( ����� ) and ( ����� 0) be two compact negatively curved riemannian � -manifolds.

We assume furthermore that ( ���"� 0) is locally symmetric (of rank one since negatively
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curved) and that � and � are homotopically equivalent (notice that we don’t assume �
to be locally symmetric neither to admit a locally symmetric metric). We then have:

5.1. T. — If � = dim � = dim � � 3, we have

i)
���

(� ) vol( ����� ) � ��� ( � 0) vol( ����� 0).

ii) The equality case, namely
�

( � ) =
�

(� 0) and vol( ����� 0) = vol( � �"� ) occurs if and

only if ( � �"� ) is isometric to ( ����� 0).

Remark. — When ( ����� ) is also locally symmetric, inequality i) also works in the

converse sense, so we are in the equality case and ( � �"� ) is isometric to ( ����� 0). So the

paragraph 5 gives a very short proof of Mostow’s strong rigidity theorem.

The proof relies on the study of the natural map and its behaviour with respect to

volume elements. More precisely we shall show that this map contracts the volumes up

to the factor
�
� ( � )

� ( � 0 ) � � . If Jac 	 ( � ) denotes the jacobian of 	 computed with respect to

the volume elements on � � � and ��� ( � ) � , then

5.2. P. — The natural map 	 is of class � 1 (at least). Furthermore,

one has

i)  Jac 	 ( � )  �
�
� ( � )

� ( � 0 ) � � for all �
	 � .

ii) If for some ��	�� ,  Jac 	 ( � )  =
�
� ( � )

� ( � 0 ) � � then the differential
� � 	 of 	 at � is

a homothety (of ratio � ( � )

� ( � 0) ).

Proof of the theorem 5.1. — Let us assume the proposition 5.2 and recall that we

proved in the paragraph4 that 	 is a homotopy equivalence and hence is a map of degree

one. Let � 0 be the volume form of the (oriented) manifold ( ����� 0) and � the volume form

of ( ����� ), then �
� 	 / (� 0) =

�
� � 0 = vol( ����� 0)

and the inequality i) of the proposition 5.2 gives

vol( ���"� 0) �
�
�  	 / ( � 0)  =

�
�  (Jac 	 ) �  ��� � (� )�

(� 0) � � � � � �	� � (� )�
(� 0) � � vol( � �"� )

which proves the theorem 5.1 i). In the equality case then  Jac 	 ( � )  =
�
� ( � )

� ( � 0 ) � � = 1 for

all � 	 � and hence
� � 	 is a homothety of ratio 1, i.e. an isometry for all �
	 � .
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5.3. Remark. — Instead of the degree theory, we could have used the co-area for-

mula (see [Fed], p. 241) and the fact that 	 is surjective. This shows that the orientability

hypothesis can be dropped.

Let us now proceed to the proof of the main proposition.

Proof of the Proposition 5.2. — For the sake of simplicity we shall use the same

notation for the natural map 	 and its pull back to the universal covers. The estimations

are done on the universal covers
�� and

�� of � and � respectively, but since they are

pointwise they can be thought of as being on � and � .

Let us recall that ( � � ) � � �� is the family of Patterson measures on
� �� . From the

paragraphs 3 and 4 we see that the natural map is defined by the implicit equation�
� �� � � 0( � ( � ) � � )

( � ) � ( ¯� / ( �&� ))( � ) = 0 �
which is a vector-valued equation. Equivalently one has

( � )

�
� ��

� � 0( � ( � ) � ¯� ( � ))

 �
� ( � ) � ( �	� � ) � � 0( 	 ) = 0 �

Let us insist on the fact that, in the above equation, � 0 (resp. � ) is the Busemann func-

tion of (
�� � ˜� 0) [resp. of (

���� ˜� )], which is the riemannian universal covering of ( ���"� 0)

[resp. of ( ����� )].

Here we simplify by the function ! ( � ) which is positive and thus do not play any

role in the equation defining 	 ( � ); it is in fact obvious that the barycentre of a measure

is the same for all non-zero multiple of this measure.

We choose now a frame ( 
�� ( 3 )) � =1 �	�	�	� � � of � � �� depending smoothly on 3
	 �� . Let

us define the functions:


� ( 3�� � ) =

�
� ��

� � 0( � � ¯� ( � ))
( 
�� ( 3 )) 
��&� � ( �	� � ) � � 0( 	 )



:
���


�� " � R
�

( 3�� � ) � " � (



1( 3�� � ) � � � � � 
 � ( 3�� � ))

then ( � ) reads



( 	 ( � ) � � ) = 0 �

Since the Busemann functions � 0 and � are smooth with respect to their first

variable and
� �� is compact, it is not difficult to see that



is a smooth map. Then the

proof of the fact that 	 is � 1 is a simple application of the implicit function theorem;

the details are left to the reader but let us point out that the invertibility condition on the

partial differential of



with respect to 3 is implied by the definite-positiveness of
� � �

(see the chapter 3).
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As usual the implicit function theorem gives the existence of the differential of the

implicitly defined function 	 and a formula for this differential. So, if one differentiates

( � ), one gets:

( � � )

�
� ��

� � 0( � ( � ) � ¯� ( � ))
(
� � 	 ( � ) ��� ) � �&� ( 	 )

=
�

(� )

�
� ��

� � 0( � ( � ) � ¯� ( � ))
( � ) � � ( ��� � )( � ) � � � ( 	 )

this equality is to be understood as an equality between bilinear forms. Let us introduce

the following quadratic forms � and
�

on � � ( � )

�� , that we express with respect to the

metric � 0 as symmetric endomorphisms:

� 0( � � ( � )( � ) ��� ) =

�
� �� � � � 0( � ( � ) � � )

( � ��� )
�

( ¯� / �&� )( � ) �
� 0(

� � ( � )( � ) ��� ) =

�
� �� � � 2

0( � ( � ) � � )
( � )

�
( ¯� / �&� )( � ) �

For � 	 � � ( � )

�� and
� 	 � � �� , the Cauchy-Schwarz inequality gives

( � � � )
�� � 0 � � � ( � ) � � � 	 (

�
) ��� � ��
� � ( � ) � � 0(

� � ( � )( � ) ��� ) � 1 � 2 � � � �� � � 2
( �	� � )(

�
)
� �&� ( 	 ) � 1 � 2

�

For the sake of simplicity we shall omit the subscripts in � � ( � ) and
� � ( � ) and use

the notation ��� � �	� 0 instead of � 0( � � � ).

We remark that the symmetric endomorphism � is invertible since the bilinear

form ��� � � �	� 0 is the hessian of the strictly convex function

�
introduced in the para-

graph 3. This allows to compute the Jacobian of 	 ; let us recall that it is the determinant

of
� � 	 computed with respect to orthonormal basis of ( � � �� ��� ) and ( ��� ( � )

�� �"� 0).

5.4. L. — With the above notations

 Jac 	 ( � )  �
���

(� )

� � � 2

(det
�

)1 � 2

det � �

Proof of the lemma. — If
� � 	 has not maximal rank, then Jac 	 ( � ) = 0 and the

inequality is obvious. We can therefore assume, without loss of generality that
� � 	 is

invertible. Let us take ( � � ) an orthonormal basis of � � ( � )

�� which diagonalizes the endo-

morphism
�

. Let now � �� = ( � � � � 	 ) � 1( � � )
(the maps � and

� � 	 are invertible), the orthonormalization process of Schmidt, ap-

plied to
� �� yields an orthonormal basis (

�
� ) of �.� �� . The matrix of � � � � 	 written in the

13



basis (
�
� ) for � � �� and ( � � ) for ��� ( � )

�� is then triangular so that

det( � � � � 	 ) = (det � )(Jac 	 ( � )) =

��
� =0

��� (
� � 	 (

�
� )) ��� � � 0 �

Here we identify endomorphisms with matrices using the basis involved. The previous

inequality ( � � � ) then gives

(det � )  Jac 	 ( � )  � � � ( � )

��
� =1

� � � � ��� � � 1 � 2
0

��
� =1

� � � �� � � 2
( �	� � )(

�
� )
� �&� ( 	 ) � 1 � 2

�

By the choice of the basis � � ��� and � � ��� ,��
� =1

� � � � ��� � � 1 � 2 = (det(
�

))1 � 2

��
� =1

� � � �� � � 2
( ��� � )(

�
� )
� � � ( 	 ) � 1 � 2

��� � ��� �� � � 2
( �	� � )(

�
� )
� �&� ( 	 )

� � � � 2

� 1

� � � 2

since
� � � 2

( �	� � )(
�
� ) = � � � 2

( �	� � ) � 2� = 1 and � � is a probability measure. Finally, one gets

 Jac 	 ( � )  �
� �

( � )

� � � 2

(det
�

)1 � 2

(det � )

which is the desired inequality.

End of the proof of the proposition 5.2. — Let us remark now that
�

and �
are related to the locally symmetric metric of negative curvature � 0, the bilinear form

� � � ( � ) � � �	� 0 is an average of the second fundamental form of the horospheres passing

through 	 ( � ) and similarly � � � ( � ) � � �	� 0 is an average of
� � 2

0( � ( � ) � ¯� ( � ))
( � ). The metric � 0

is locally symmetric so it is real, complex or quaternionic hyperbolic or a Cayley hyper-

bolic space of real dimension 16. Let
�

be the real dimension of the field or the ring un-

der consideration (i.e.
�

= 1 � 2 � 4 or 8 respectively when we consider the real, complex,

quaternionic or Cayley hyperbolic spaces, and let 	 1( � ) � � � � �
	�� � 1( � ) be the orthogonal

endomorphisms at each point defining the complex, quaternionic or Cayley structure.

They are parallel and satisfy 	 2� ( � ) = " id �

It is a classical fact (see [B-C-G 1]) that if � 0 is normalized so that its curvature lies

between " 4 and " 1, then one has the following equality

� � � 0( � � � ) = � 0( � � � ) " � � 0( � ) � � 0( � ) +

� � 1� �
=1

� � 0( 	 � ( � ))
� � 0( 	 � ( � ))

14



which by integration gives

� = � " � "
� � 1� �

=1

	 � � 	 � �
By choosing a (orthonormal) basis at 	 ( � ) we can think of � ,

�
and 	�� as being matrices

instead of endomorphisms. The last remark that we need to make is that the matrix
�

satisfies

trace
�

= 1 �
indeed, if � � � � is an orthonormal basis of ( ��� ( � )

�� ��� 0),

trace(
�

) =

��
� =1

� � � ( � )( � � ) ��� � � 0

=

�
� �� � ��

� =1

� � 2
0( � ( � ) � � )

( � � ) � �
( ¯� / �&� )( � )

= 1

since � � � 0 � 0 = 1 and ¯� / ( �&� ) is a probability measure.

5.5. L. — If
�

is a symmetric positive definite � 
 � matrix whose trace is

equal to 1 then, if � 	 3,

i) (det � )1 � 2

det ��� � � �
�	�

1�



=1

� 
 � � 
 �
� �
� �� + � � 2 � � i.e. the maximal value of this functional is

achieved for
�

= 1� � .

ii) The equality implies that
�

= 1��� .

The proof of this lemma is given in [B-C-G 1], Appendix B. Let us notice that, in [B-

C-G 1], the lemma 5.5 is proved under the assumption ��� �
+ 2 which, in our geometric

context, is equivalent to the assumption � � 3. In fact, every complex, quaternionic or

Cayley hyperbolic space which is not isometric to a real hyperbolic space has dimension

at least 2
�

. Let us also remark that � +
� " 2 is the entropy

�
(� 0) of the metric � 0 normalized

as before. One then obtains the inequality of the proposition 5.2 by combining the two

previous lemmas 5.4 and 5.5.

In the equality case, i.e. if  Jac 	 ( � )  =
�
� ( � )

� ( � 0 ) � � , the inequality of the lemma 5.5 is

an equality, namely

� � ( � ) =
1

� � and � � ( � ) =
( � +

� " 2)

� � =

�
( � 0)

� �

for all �
	 �� ; hence, the inequality ( � � � ) becomes

 	� � � 	 (
�

) ��� � 0  ��� �
�

( � )�
( � 0)

� � � 0
� � � �� � � 2

( �	� � )(
�

)
� � � ( 	 ) � 1 � 2

15



for all
� 	 � � �� and � 	 ��� ( � )

�� . By taking the supremum in � 	 � � ( � )

�� such that� � � 0 = 1, one gets� � � 	 (
�

) � 0
� � �

�
( � )�
( � 0)

� � � �� � � 2
( �	� � )(

�
)
� � � ( 	 ) � 1 � 2

for all
� 	 �.� �� . Let � be the endomorphism of �.� �� defined by � = (

� � 	 ) / � (
� � 	 )

and (
�
� ) a � -orthonormal basis of � � �� , we have

trace � =

��
� =1

��� � � � � � � � =

��
� =1

� � � 	 (
�
� ) � � � 	 (

�
� ) � 0

� � � � ( � )�
(� 0) � 2

�
where we still use the fact that � � � � � = 1.

Now � � ( � )�
(� 0) � 2 �

=  Jac 	 ( � )  2 = det � � � trace �
� � � � � � (� )�

(� 0) � 2 �

which implies that det � = � trace �� � � and that

� = � � ( � )�
( � 0) � 2

� � �
This exactly means that

� � 	 is an isometry (between � � �� and � � ( � )

�� ) composed with

a homothety of ratio � ( � )

� ( � 0) .

This gives a quick proof of the main theorem in this particular case which empha-

sizes the role played by the Patterson-Sullivan measure. After describing the proof in the

general case we shall make some comments (paragraph 7) on the whole construction.

6. Volume and entropy: the general case

In the general case, namely when ( � �"� ) is not assumed any more to have nega-

tive curvature and when the map � : � � � is just supposed to have non-zero degree,

the previous construction fails. In fact, if ( � �"� ) has not negative curvature, the universal

cover
�� cannot any more be identified with a ball in R

�
and we cannot use the boundary-

to-boundary map. We thus have to modify the construction; the idea is clearly to work

on
�� and

�� directly, without using the boundaries; we pay for that by the fact that the

inequality is proved by taking a limit and hence the equality case is more difficult (tech-

nically) to treat because the natural map 	 (see the paragraph4) is then defined as a limit

of a sequence of maps 	 1 defined as follows.
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For � 	 �
( � ) we consider the following family of measures on

�� (see the para-

graph 2):

� 1�� � =

 � 1�� ( �	� � ) ���

˜�
� �� 
 � 1�� ( �	� � )

���
˜� ( 3 )

where, as before, ( is the fundamental group of � acting on
�� by deck transformations,�

is the distance on
�� induced by the metric ˜� and 0 is a fixed origin on

�� . This is a fam-

ily of probability measures which, in the case where ( � �"� ) has negative curvature, con-

verges to the Patterson-Sullivan measure � � on
� �� . In the general case, for obvious com-

pactness reasons, every sequence � 1�� � � admits a subsequence which converges, but this

subsequence may depend on � and the limits may be not unique. Let ˜� be the continu-

ous map between
�� and

�� induced from � , the idea is to push-forward the family � 1�� � ,

using ˜� , to a family of measures on
�� and then make the convolution with the harmonic

measure on (
�� � ˜� 0) in order to regularize it. We thus get, by this method, the family of

probability measures � 1 � � on
� �� defined by:

�.1�� � = � � �� 
 � 1�� ( �	� � ) 
 �
� ( � 0 ) � 0 ( ˜� ( � ) � � ) ���
˜� ( � )

� �� 
 � 1�� ( ��� � )
���

˜� ( 3 ) � � � �

It is a family of measures on
� �� , with density with respect to

� � ; with our normal-

ization, namely
� � is a probability measure, then � 1 � � is also a probability measure (see

[B-C-G 1]). We then define for each �
	 � ( � ) an equivariant map:�
	 1 :

��#" � ��
�
� " � �

	 1 ( � ) = bar( � 1 � � )

which gives rise to a map, denoted by 	 1 , between � and � . The main theorem follows

then from the two propositions.

6.1. P. — For each �
	 � ( � ) the map 	 1 is a � 1 map and satisfies

 Jac 	 1 ( � )  � � ��
( � ) � �

for all �
	 � .

Proof. — As in the paragraph 5 (using the same notations), the map 	 1 is defined

by the implicit equation



( 	 1 ( � ) � � ) = 0 where



:
�� 


�� � R
�

is the application whose

coordinates are


� ( � � � ) =

�
� ��

�
��
� � 0( � � � )

[ 
�� ( � )] 
	� 1�� ( �	� � ) 
��
� 0 � � 0( ˜� ( � ) � � ) ���
˜� ( 3 ) � � � �

The only difference with the paragraph 5 lies in the fact that, when the curvature is

not supposed to be negative, the function � �� �
( ����3 ) is not � 1 any more, but only
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Lipschitz (and, moreover, � 1 on the complementary of the cut-locus of 3 ). However,

let us notice that, for any curve � �� � ( � ) parametrized by arc-length, both functions

" 1� � 
 � 1�� ( � (
�

) � � ) " 
 � 1�� ( � (0) � � ) � and � ��� � ( � (
�

) � � ) � �	� (� ) � 
 � 1�� ( � (
�

) � � ) are dominated (for every

3 ) by 1� ( 

� 1 " 1) 
 � 1�� ( � (0) � � ) and by � 


� 1 
 � 1�� ( � (0) � � ) respectively; moreover, the limit of

these two functions when � goes to zero is, for every 3 which does not lie in the cut-

locus of � (0), equal to � ��� � ( � (0) � � ) � �	� (0) � 
 � 1�� ( � (0) � � ). This implies that the assumptions

of Lebesgue dominated convergence theorem are fulfilled and, using it twice, we prove

that



is � 1.

Applying the implicit function theorem, we get an inequality which is the analo-

gous of the inequality ( � � � ) of the paragraph 5 and which writes:

( � � � ) � �� � 0 � � ��� ( � ) � � � 	 1 ( � ) ��� � ��
� � � � 0(

� ��� ( � )( � ) ��� ) � 1 � 2 � � �� � ( � � ( �	� � ) � � )2 � � 1�� � ( 3 ) � 1 � 2

where � and
�

are defined by the same integral formulas as in paragraph 5, where the

measure ¯�	/ � � is replaced now by � 1�� � .

The proof of the propositionis then identical to the proof of the inequality i) of the

proposition 5.2. The distance
�

replaces the Busemann function � ; it shares the same

fundamental property (for our purpose), namely that its gradient has norm equal to one

with respect to the metric � . The number � plays the role of the entropy
�

( � ). The in-

equality in the main theorem is obtained by integrating, as before, 	 /1 (� 0) on � , using

the above proposition and letting � go to
�

( � ).

As we mentioned previously, since the main inequality is proved by a limiting pro-

cess, the equality case is naturally more difficult. In fact we cannot use the equality case

of the pointwise estimate given in the proposition 6.1.

6.2. P. — If
�

(� ) =
�

(� 0) and vol( ����� ) =  deg �  vol( ����� 0) then a

subsequence 	 1 
 of the family of maps 	 1 converges uniformly (when �
�

goes to
�

(� )) to

a riemannian covering 	 : ����� , homotopic to � .

Ideas of the proof. — The proof described in [B-C-G 1] is in a slightly different

context. Let us briefly summarize the different steps:

i) From the equality we deduce first that there is a sequence �
�

going to
�

( � ) =�
( � 0) when � goes to infinity such that  Jac 	 1 
  converges to 1 almost everywhere.

ii) If
� 1 is the symmetric endomorphism defined by

� � 1�� � � ��� � 0 =

�
� �� � � 2

0
(
�
��� ( � ) � � )

( � )
�
� 1 � � ( � )
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for ��	 � �� � ( � )

�� , then using step i) we show that
� 1 
 � � goes to 1� � for almost every � 	 ��

and that this convergence is uniform on a � -dense subset of
�� .

iii) By studying the variation of
� 1 
 � � with respect to � , we then prove that the

greatest eigenvalue of
� 1 
 � � , denoted by

�
�
� ( � ), is uniformly bounded away from 1; in-

deed we show that for all �
	 �� ,

0 � �
�
� ( � ) � 1 " 1

�
�

1

(the value 1 " 1� is irrelevant, it could be any number less that 1 and greater than 1� ). This

in turns allows to bound uniformly the differential of 	 1 
 , so that this family of � 1 maps

is shown to be equicontinuous. By the standard compactness theorem we then deduce

that a subsequence, again denoted by 	 1 
 , converges uniformly to a continuous (even

Lipschitz) map 	 between � and � .

iv) We then bound the (covariant) derivatives of
� 1 
 along the geodesics of ( ����� 0)

and deduce that
� 1 
 (and thus � 1 
 ) converge to 1� � (resp. to � ( � 0)� � ), uniformly on � .

Plugging this result in the inequality ( � � � ) � , we get that the trace (with respect to � ) of

	 /1 
 (� 0) goes to � uniformly on � ; recalling that the jacobian of 	 1 
 goes to 1 almost

everywhere, we get that 	 /1 
 � 0 is everywhere bounded and almost everywhere convergent

to the initial metric � on � . We deduce that the Lipschitz constant of 	 is at most 1.

v) It is easy to show that, as before, each map 	 1 is homotopic to � (by construc-

tion) and hence 	 too, since it is the uniform limit of 	 1 
 . Let us assume that deg � is

positive, which can always be obtained by changing the orientation, then 	 is a distance

contracting map of degree (deg � ) between the riemannian manifolds ( ����� ) and ( ���"� 0)

which satisfy

vol( ����� ) = (deg � ) vol( ����� 0);

if 	 were of class � 1 it would be easy to show that it is a riemannian covering. But in our

case it is just a Lipschitz map, hence it is technically a little bit more difficult to conclude

that it is a local isometry (hence a covering), (see [B-C-G 1], Appendix C). This finishes

the proof.

7. Miscellaneous comments

In this last paragraph we shall make a series of comments on our result and the

method used to prove it and announce some of our works in progress.

The proposition 5.2 may be seen as a real version of the Schwarz’s lemma. In fact,

let (
�� � �� 0) and (

�� � � � ) be two simply connected riemannian manifolds, without conju-
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gate points. In this case, their ideal boundaries
� �� and

� �� are well defined. Let ( be

any (eventually empty) subset of Isom(
�� � �� ) and 
 a (eventually trivial) homomorphism:

( � Isom(
�� � �� 0). We shall denote by ¯' and 
 ( ' ) the actions of ' and 
 ( ' ) induced on

the ideal boundaries
� �� and

� �� . Let us suppose that

i) The manifold (
�� � �� 0) is a rank one symmetric space.

ii) It is possible to choose some point 0 in
�� , a positive real number

�
and a mea-

sure � 0 on
� �� such that the family of measures � � = 
 �
� � ( �	� � ) � 0 (where � is the Buse-

mann function on (
�� � � � ) with origin at the point 0) satisfies:

(a) ¯'0/ � 0 = �.- ( � ) for every ' 	 ( .

(b) lim� 
 � � � exists and is proportional to the Dirac measure � � (here � goes to � non-

tangentially).

With the same proof as in the proposition 5.2, we obtain the:

7.1. P. — If
�� � �� ��( satisfy i) and ii), then, for any homeomorphism

� :
� �� � � �� such that � � ¯' = 
 ( ' ) � � for any ' 	 ( , the map 	 :

�� � �� , given by

the formula 	 ( � ) = bar( � / �&� ), has the following properties:

(1) 	 � ' = 
 ( ' ) � 	 for any '�	 ( ,

(2) 	 ( � ) goes to � ( � ) when � goes to � non-tangentially,

(3)  Jac 	 ( � )  �
�
�� 0 � � for any � 	 �� .

Moreover, equality holds, for some ��	 �� , in the inequality (3) iff
� � 	 is an homothety

from ( � � ����"� ) onto ( ��� ( � )

�� ��� 0) whose ratio is �� 0
.

Remark. — When (
�� � �� ) admits a cocompact isometry group (containing ( ), the

Patterson-Sullivan measure satisfies (a), which immediately implies (b) for ' �/ ( �&� ) goes

to � � when ' � ( � ) goes to � . This works in particular when (
�� � �� ) and (

�� � �� 0) are both

symmetric spaces and the proposition 7.1 applies. The interesting fact here is that we

do not really need that ( is cocompact, but only that Isom(
�� � �� ) is cocompact, it is then

possible to study the case where
���� ( is not compact; the problem is then to find a sub-

stitute to the degree theory in order to establish an analogous of the theorem 5.1. In a

forthcoming paper ([B-C-G 3]), we shall apply this idea in the finite volume case.

7.2. — The natural map 	 which is defined in the paragraph6 (as a limit of maps

	 1 ) occurs to be the same as the one defined in [B-C-G 1]. However the proofs of the in-

equality between entropies (proposition 6.1) and of the equality case (proposition 6.2)
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work differently. In fact, in [B-C-G 1], the maps 	 1 were splitted in a product of two ap-

plications
� 1 :

�� " � � 2(
� �� � � � ) and + 0 : � 2(

� �� � � � ) " � �� . In [B-C-G 1], these two

maps were studied separately:
� 1 ( � ) was the square root of the density (with respect to� � ) of the measure �.1�� � defined in the paragraph 6, it only depends on the geometry of

(
���� ˜� ) via the fact that � 	 �

(� ). On the contrary, + 0 only depends on the geometry of

(
�� � ˜� 0), namely + 0( � ) = bar( � 2( � )

� � ).

It was very easy to show that the energy of
� 1 is bounded by

1 2

4 , so that the vol-

ume of the image by
� 1 of a fundamental domain � in

�� (measured with respect to the

� 2-metric) is smaller than the initial volume of ( ��� ˜� ) multiplied by � 1 2

4 � �
� � 2

.

The implicit function theorem proved that + 0 is a � 1 submersion and an easy

computation gave that the determinant of its differential (restricted to the horizontal

subspace) is equal to
2 � (det ��� 0( � ))1 � 2

det � � 0( � )
, where

�
and � are defined by the same integral

formulas as in paragraphs 5 and 6, where the measure ¯�	/ � � is replaced by � 2( � )
� � . So

the most remarkable property of + 0 is a corollary of the lemma 5.5: the differential of + 0

(restricted to the horizontal subspace) has determinant bounded by � 4 �
� 2

0
� � � 2

; moreover,

this upper bound is achieved iff this differential is a homothety from the horizontal sub-

space onto ��� 0(
�

)

�� (see [B-C-G 1], Chapter 5). Turning to the fact that 	 1 = + 0 � � 1 , this

immediately proves the proposition 6.1 and the inequality between entropies.

Let us point out that this method, developed in [B-C-G 1], although rather sim-

ple in its principle, is technically delicate to apply. This comes from the fact that we are

working with maps from (or to) infinite dimensional Hilbert spaces (namely � 2(
� �� )), so

the regularity of
� 1 and + 0 and the convergence of the family 	 1 to some 	 (in the equal-

ity case) are not as easy to establish compared to the present paragraph 6. In fact, in this

paragraph, working directly with the 	 1 ’s, we reduce the problem to establish regularity

and convergence for maps between finite dimensional spaces.

7.3. — The comparison between [B-C-G 1] and the present paragraph 5 points

out the fact that [B-C-G 1] obeyed to a different philosophy. In order to describe it in

a simple case, let us again assume that ( ����� ) has negative curvature and � is a homo-

topy equivalence. We use the notations of the paragraph 2; let us denote by
� � the unit

sphere of � 2(
� �� � � ( ¯� / � 0)) (we recall that � � is the family of Patterson-Sullivan measures

and 0 	 �� is an origin). Then the map
�

:
��#" � � �
�
� " � ( � � " � exp � " � ( � )

2
� ( ��� ¯� � 1( � )) �

is an equivariant � 1 map. The action of + 1( � ) on � 2(
� �� � � ( ¯� / � 0)) comes from the repre-

sentation 
 and the extension to � 2(
� �� � � ( ¯� / � 0)) of the natural action of + 1( � ) on

� �� ,
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more precisely, if � 	 � 2(
� �� � � ( ¯�	/ � 0)) and ' 	 + 1( � ),

( '�� )( � ) = � � 
 ( ' � 1)( � ) � � ��� 
 ( ' ) / ¯� / ( � 0) ��
( ¯� / ( � 0)) � 1 � 2

= � � 
 ( ' � 1)( � ) � � � ( ¯�	/ ( �.- (0)))�
( ¯� / ( � 0)) � 1 � 2

= � � 
 ( ' � 1)( � ) � exp � " � ( � )

2
� � ' (0) � ¯� � 1( � ) ��� �

We remark that the map
�

is “contracting”, namely the energy of
�

(measured

by the riemannian metric ˜� on the source
�� and by the � 2-scalar product on the target

space
� � ) is bounded by � ( � )2

4 .

For the same reason, let us denote
� �

0 the unit sphere of � 2(
� �� � � � ) and

�
0 the

map from
�� in

� �
0 given by

�
0( � ) = � � � " � exp � " � 0

2
� 0( � ( � ) ��� ) � � �

As � can be assumed to be a � 1 map,
�

0 is a � 1 equivariant map. Moreover,
�

0 is an

homothetic embedding, whose energy is constant equal to � 2
0

4 .

Now the idea is to use the calibration theory to prove that

vol
�

( � ) � vol
�

0( � ) �
where � is any fixed fundamental domain for the action of + 1( � ) on

�� .

The first problem is that the two � 2-spaces involved are different. One way to

circumvent this difficulty is to see
�

as a “limit” of a maps
� 1 from

�� into
� �

0 given by

� 1 ( � ) = �	 � � " � � � �� 
 � 1�� ( �	� � ) 
 �
� ( � 0 ) � 0( ˜� ( � ) � � ) ���
˜� ( 3 )

� �� 
 � 1�� ( �	� � )
���

˜� ( 3 ) � 1 � 2 
�
which is the square root of the density (with respect to

� � ) of the measure � 1�� � defined in

the chapter 6. Let us remark that, when � goes to
�

( � ), �
1 � � converges to �&� (see also the

section 7.2) what we really prove is that

vol
� 1 ( � ) � vol

�
0( � )

and this suffices to prove the main inequality (we don’t need to show that
� 1 converges

to
�

, although it is probably true in some reasonable sense). The reader is referred to

[B-C-G 1], Chapter 5, for precise proofs. In order to prove the last inequality we use cali-

bration theory; let us consider the map

+ 0 :
� �

0 " � ��� � " � bar( � 2( � )
� � )
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then the calibrating � -form is + /0 ( � 0) (see [B-C-G 1]).

As in the section 7.2, + 0 is a submersion whose horizontal space at � is the vector

space ��� spanned by the functions

� � " � � � 0( � 0 ( � ) � � )
( � � ) � ( � ) � � = 1 � 2 � � � � � �

where ( � � ) is a � 0-orthonormal basis of ��� 0 ( � )

�� .

Furthermore the differential of + 0 (restricted to this horizontal subspace) has determi-

nant bounded by
�

4 �
� 2

0 � � � 2
. Moreover this upper bound is achieved when � lies in the

image of
�

0 and, in that case, the tangent space to the image of
�

0 coincides with the

horizontal subspace ��� . These are exactly the assumptions of the calibration theory for

the calibrating form + /0 � 0, where � 0 is the riemannian volume-form of (
�� � ˜� 0); in fact the

above properties of the determinant of
� + 0 write:

 ( + /0 � 0) � ( � 1 � � � � ��� � )  � � 4 �� 2
0 �
� � 2 � � 1 � ����� � � � � � 2(

� ��
)
�

for any � 1 � � � � ��� � 	 � 2(
� �� ) tangent to

� �
0 at � , with equality when � 	 Image(

�
0)

and when � 1 � � � � ��� � are tangent to the image of
�

0 .

The equality case amounts to saying that the image of
� 1 tends to be horizontal

(i.e. tangent to the horizontal distribution at each point) and that, for each � ,
� 1 ( � ) 	

� �
0 is a point where the differential of + 0 tends to be an homothety from the horizontal

subspace at
� 1 ( � ) onto ��� ( � � ( � ))

�� , in such a way that ( + � � 1 ) :
�� " � �� tends to

be an equivariant homothety giving rise to an isometry (after renormalization) between

( � �"� ) and ( ���"� 0).

This point of view seems to have disappeared in the proof given in this article, but

if one considers the equality ( � � ) of the paragraph 5, then the right hand side is

�
(� )

�
� ��

� � 0( � ( � ) � ¯� ( � ))
( � )

� � ( ��� � )(
�

)
� �&� ( 	 )

for � 	 � � ( � )

�� and
� 	 �.� �� ; this is nothing but the � 2(

� �� � � ( ¯� / � 0)) scalar product,

at the point � =
�

( � ) 	 � � (defined by � ( � ) = exp
	
" � ( � )

2 � ( ��� ¯� � 1 ( � )) 
 ) of the vector

" 2
� � � (

�
) 	 ��� (

� � ), which is defined by " 2
� � � (

�
)( � ) =

� � ( �	� ¯� � 1 ( � ))(
�

) � � ( � ), with

the vector � � " � � � 0( � ( � ) � � )
( � ) � � ( � ), which lies in the + -horizontal subspace � � (notice

that + ( � ) = 	 ( � ) for 	 = + � � ). In this construction, + is the map:

+ :
� � " � ��� � " � bar[ � 2( � )

�
( ¯� / � 0)]

�
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7.4. — When we specify our proof of the paragraph 5 to the case where ( ����� ) is

also locally symmetric of negative curvature we obtain a very quick and simple proof of

Mostow’s strong rigidity theorem in that context. It is simpler than the original proof (see

[Mos]) and unified for all locally symmetric spaces of negative curvature. We do not need

to use and hence to show any regularity property of the boundary-to-boundary map ¯�
since we only need to have it acting on a family of measures. In fact, in that case the map
�

gives a realisation of
�� in the space $ 1(

� �� ) of probability measures on
� �� . We also

do not use the ergodicity of the action of + 1( � ) on
� �� (see [Mos]). This proof is thus

very flexible. The proof of Mostow’s strong rigidity theorem derives from that given in

the paragraph 5, but it may be done even much more simply. The reason is that, when

( � �"� ) is locally symmetric, the Patterson-Sullivan measure coincides with the Lebesgue

measure, so that the inequality ( � � � ) of the paragraph 5 writes in this case:

 � 0( � � ( � ) � � � 	 (
�

) ��� )  �
�

(� )
� � � � 0(

� � ( � )( � ) ��� ) � 1 � 2 � (
� � � )1 � 2 �

which immediately proves the lemma 5.4.

The equality case is also much simpler. In fact the above inequality and the equal-

ity case in the lemma 5.5 immediately proves that
�
� ( � 0 )

� ( � )

� � 	 � is a linear contraction

from ( �.� ����� ) onto ( � � ( � ) ����� 0); as, by assumption, it has determinant equal to 1, it is an

isometry. It is then obvious that the proof of Mostow’s rigidity theorem reduces to the

proof of the lemma 5.5. The reader is referred to [B-C-G 1], chapter 9 for more rigidity

results.

7.5. — We used the natural map when the target manifold is locally symmetric

but it exists in a more general context, for example when � is endowed with a negatively

curved metric since the barycentre exists in this context (see [B-C-G 1], Appendix A). It

gives for any homotopy class of maps between two negatively curved manifolds (for ex-

ample) a representative which has good properties with respect to the volume elements.

In that respect it should be compared to the harmonic map in the given homotopy class

(see [E-L] for a survey of this subject); harmonic maps are defined analytically, our con-

struction is more geometric and moreover explicit and, as we have shown in this arti-

cle, it is easy to differentiate. The harmonic maps minimize an energy, a � 2-norm of the

differential; our map minimizes a volume, a �
�

-norm of the differential. As such, our

proof of Mostow’s rigidity theorem contains some of the features of the original proof of

G. Mostow given in [Mos] where is used a notion of conformal capacity (see [Mos] for the

details).

7.6. — We should point out that we used the family of measures called the

Patterson-Sullivan measures, because they are the one that naturally occurs in the en-
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tropy problem; we could of course also construct a natural map using any reasonable

family of measures on
� �� , the only requirements are that

i) the assignments ��#" �%$ 1(
� �� )

� � " �%�&�
is equivariant with respect to the actions of + 1( � ) both on

�� and on
� �� .

ii) the measures � � are in the same measure class on
� �� , i.e.� �&�� � 0

= exp( � ( ����� ))

for a function � on
�� 


� �� .

If � is regular enough we can construct a natural map which is � 1 and if we differ-

entiate the implicit equation that defines it, the right hand side of ( � � ) becomes�
� ��

� � 0( � ( � ) � ¯� ( � ))
( � ) � � ( �	� � )( � ) � � � ( 	 ) �

The question is now to estimate Jac 	 . One important feature of the Patterson-

Sullivan measures is that the function � = " � ( � ) � satisfies� � � ( �	� � ) � � = 1

for all ( ��� 	 ) 	 �� 

� �� .

7.7. — We also can work with manifolds � and � which do not have the same

dimension. Precisely, we can show that the natural map also contractsthe � -dimensional

volumes when 3 � � � � . This idea will be used in [B-C-G 4] to study quasi-fuchsian

deformations of lattices of rank one symmetric spaces.

7.8. — The natural question that is raised by the previous work is to extend the

main theorem to the case when ( ���"� 0) is a higher rank locally symmetric space. We shall

give a first answer to this question in [B-C-G 5], namely prove the main theorem when

(
�� � ˜� 0) is a product of symmetric spaces of negative curvature, each of which has dimen-

sion greater than 2. Let us emphasize that whether the lattice acts irreducibly or not is ir-

relevant.

7.9. — Let us make some comments concerning a previous work [B-C-G 2] in

which we proved a local version of the main theorem. The technique used was com-

pletely different; we manufactured a family of functionals each of which bounds from
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below the entropy and we reduced the problem to showing a similar inequality on these

functionals. In order to do so we had to study the space of metrics near a hyperbolic met-

ric � 0. We showed a slice theorem in a neighbourhood of � 0, namely we proved that we

could find a submanifold (of infinite dimension) in the space of metrics, containing � 0,

which is transversal to the conformal changes of metrics and to the action of the diffeo-

morphism group (see the article [B-C-G 2] for the details). Such a slice amounts to find-

ing a good (adapted to the question) reparametrization � of the manifold an to replac-

ing the initial metric � by the element � / � of the slice. Now if our natural map were a

diffeomorphism it could be interpreted as a reparametrization of � . If we then replace

the reparametrization that we used in [B-C-G 2] by the reparametrization by the natu-

ral map, the proof of [B-C-G 2] still works. In fact, the reparametrization by the natural

map 	 allows a comparison of the volume elements of ( � �"� ) and ( ����� 0). Indeed, the

proposition 5.2 is

 	 / � �  � � � (� )�
( � 0) � �  � 0  

where � 0 (resp. � � ) is the volume form of ( ����� ) (resp. ( ����� 0)).

7.10. — Finally, we can interpret our result as follows: let � ( � ) be the infimum,

among all metrics � on � , of
�

( � )
�

vol( ����� ), if � carries a locally symmetric metric of

negative curvature � 0, then

i) � ( � ) =
�

(� 0)
�

vol( ����� 0).

ii) If � : � � � is a map of non-zero degree, then � ( � ) �  deg �! �� ( � ).

Now, by combining this with some results of Y. Babenko ([Bab]), it can be shown that

� ( � ) = � ( � ) when � is a degree 1 map which induces an isomorphism between the

fundamental groups of � and � (see [Sam] for this result and further developments).
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