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Abstract

The Kontsevich-Kuperberg-Thurston invariant Z of rational homology 3-spheres was con-

structed by M. Kontsevich using configuration space integrals. G. Kuperberg and D. Thurston

have proved that it is a universal finite type invariant for integral homology spheres in the sense

of Ohtsuki, Habiro and Goussarov.

We review the Kontsevich-Kuperberg-Thurston construction and we provide detailed and el-

ementary proofs for the invariance of Z. This article is the preliminary part of a work that aims

to prove splitting formulae for this powerful invariant of rational homology spheres. The splitting

formulae and their proof will appear in the second part.
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1 The statements

We review the construction of the Kontsevich-Kuperberg-Thurston invariant Z of rational homology

spheres in [KT, Ko]. (See [AS1, AS2, BC1, BC2, C] for another construction.) This invariant is

constructed by means of configuration space integrals, it is valued in the algebra A(∅) of Jacobi

diagrams. Its main property, that was proved by Greg Kuperberg and Dylan Thurston, is that it is a

universal real finite type invariant for homology spheres in the sense of [GGP, Ha, O]. A generalisation

of this property is proved in [L]. Here, we provide detailed and elementary proofs for the invariance

of Z, and for the properties of Z that are needed in [L].

All the main ideas here are due to Witten, Axelrod, Singer, Kontsevich, Bott, Taubes, Cattaneo,

G. Kuperberg and D. Thurston among others. I thank Dylan Thurston for explaining them to me.

The invariant Z is a powerful generalization of the Casson invariant for integral homology 3-

spheres. In this setting, the Casson invariant normalized as in [AM, M] may be described as

λ(M) =
1

6

∫

C2(M)

ω3
M

for any 2-form ωM that satisfies the hypotheses stated in Subsections 1.2, 1.4 and 1.5 on the config-

uration space C2(M) defined in Subsection 1.1.

1.1 The configuration space C2(M)

When A is a subset of B, (B \A) denotes its complement in B, when x ∈ B, (B \ {x}) is also denoted

by (B \ x).
Let X = Xd be a smooth d-dimensional (real) manifold, and let Y k be a smooth k-dimensional

submanifold of X . If TY denotes (the total space of) the tangent bundle of Y , then TX/TY is the

normal bundle of Y . When V is a real vector space, the group ]0,∞[ acts on V by multiplication, and

we set

SV = S(V ) = (V \ 0)/]0,∞[.

The unit normal bundle SNXY of Y in X is the bundle over Y whose fiber over y is S(TyX/TyY ).

In this article, to blow-up a submanifold Y k in Xd amounts to replace Y by its unit normal bundle.

For example, if Y × Rd−k is a tubular neighborhood of Y = Y × {0} in X , the blow-up is

equivalent to the sequence of operations:

Y × Rd−k −→ [(Y × Rd−k) \ Y ] = Y×]0,∞[×Sd−k−1 −→ Y × [0,∞[×Sd−k−1.

In general, this provides a local definition. See Definition 3.3 for the general definition. The blown-up

manifold inherits a smooth structure of a manifold with corners from the smooth structure of X . See

Proposition 3.4. Note that the blown-up manifold has the homotopy type of (X \ Y ).

Let M be a closed oriented 3-manifold. Fix ∞ ∈M .

Let C1(M) denote the manifold obtained from M by blowing-up ∞. The boundary of C1(M) is

ST∞(M). It is homeomorphic to S2. Let M2(∞,∞) denote the manifold obtained fromM 2 by blowing

up (∞,∞) that becomes S(T(∞,∞)M
2) ∼= S5. In M2(∞,∞), the closures of the three submanifolds

of M2 \ (∞,∞), ∞ × (M \ ∞), (M \ ∞) × ∞ and diag((M \ ∞)2) are three disjoint submanifolds

of M2(∞,∞) which intersect S(T(∞,∞)M
2) along S(0×T∞M), S(T∞M × 0) and S(diag((T∞M)2)),

respectively. The three of them are canonically diffeomorphic to C1(M). They will be denoted by

∞× C1(M), C1(M) ×∞ and diag(C1(M)2), respectively.
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The normal bundle of diag((M \ ∞)2) in (M \ ∞)2 is identified with the tangent bundle of

(M \∞) through

(u, v) ∈ (TxM)2/diag((TxM)2) 7→ (v − u) ∈ TxM.

The configuration space C2(M) is the compactification of

C̆2(M) = (M \∞)2 \ diagonal

obtained from M2(∞,∞) by blowing-up ∞× C1(M), C1(M) ×∞ and diag(C1(M)2).

1.2 Fundamental forms on C2(M)

For S3 = R3 ∪∞, we have a homotopy equivalence pS3 that makes the following square commute:

C̆2(S
3)

pS3−−−−→ S2

=









y

projection

x









(R3)2 \ diag
∼=−−−−→ R3×]0,∞[×S2

(x, y) 7→ (x, ‖ y − x ‖, y−x
‖y−x‖)

.

The following lemma is proved at the end of Subsection 3.2. The natural projection onto the

X-factor of a product is denoted by πX .

Lemma 1.1 The map pS3 smoothly extends to C2(S
3), and its extension pS3 satisfies:

pS3 =







−πS2 on ST∞(S3) × (S3 \∞) = S2 × (S3 \∞)
πS2 on (S3 \∞) × ST∞(S3) = (S3 \∞) × S2

πS2 on ST (R3)=R3 × S2

Let B3(r) be the ball of R3 centered at 0 with radius r. Let φ be an orientation-preserving

embedding of (S3 \ Int(B3(1))) into M . Then

M =
(

R3 ∪∞ \ Int(B3(1))
)

∪]1,3]×S2 BM ,

where

BM = M \ φ
(

S3 \ Int(B3(3))
)

,

and (]1, 3] × S2 = φ(]1, 3] × S2)) is a collar of ∂BM in BM . Fix (∞ ∈ M) = φ(∞). This identifies

ST∞M to (ST∞(S3) = S(R3) = S2).

Definition 1.2 A trivialisation of T (M \∞) that is standard near ∞ is a trivialization

τ : T (M \∞) −→ (M \∞) × R3

of the tangent bundle T (M \ ∞) of (M \ ∞) that agrees with the standard trivialization τS3 of R3

outside BM (1) = BM \ (]1, 3] × S2).

Let τM be such a trivialisation (that exists by Lemma 1.7). Note that τM identifies S(T (M \ ∞)) to

(M \∞) × S2.
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Remark 1.3 In the sequel, we define an invariant under orientation-preserving diffeomorphisms for

pairs (M,φ) where M is an oriented Q-sphere, and φ is an orientation-preserving embedding of (S3 \
Int(B3(1))) into M . Since all such embeddings φ are isotopic in M , the choice of φ will not matter.

This allows us to fix our decomposition

M =
(

R3 ∪∞ \ Int(B3(1))
)

∪]1,3]×S2 BM ,

once for all. This will not be discussed anymore.

Let

P : C2(M) −→M2

be the natural projection map. The identification of M and S3 in a neighborhood of ∞ provides

identifications of neighborhoods of P−1(∞,∞) in ∂C2(S
3) and in ∂C2(M).

Define pM (τM ) : ∂C2(M) −→ S2 by carrying the definition of pS3 in the neighborhood above

and by mimicking the definition of pS3 elsewhere on ∂C2(M). Recall that ST∞(M) = S2

pM (τM ) =







−πS2 on ST∞(M) × (M \∞) = S2 × (M \∞)
πS2 on (M \∞) × ST∞(M) = (M \∞) × S2

πS2(τM ) on ST (M \∞)
τM= (M \∞) × S2

Let ι be the involution of C2(M) that extends ((x, y) 7→ (y, x)) and let ι be the antipode of S2.

Let ωS2 be a volume form on S2 such that
∫

S2 ωS2 = 1. We say that ωS2 is antisymmetric if ι∗(ωS2) =

−ωS2 .

Let τM be a trivialisation of T (M \∞) that is standard near ∞.

Definition 1.4 A two-form ωM on C2(M) is fundamental with respect to τM and ωS2 if:

• its restriction to ∂C2(M) is pM (τM )∗(ωS2), and,

• it is closed.

Such a two-form is antisymmetric if ι∗(ωM ) = −ωM .

It will be easily shown (Lemma 2.4) that such forms exist for any trivialization τM when M is a

Q-sphere.

1.3 Jacobi diagrams

Here, a Jacobi diagram Γ is a trivalent graph Γ without simple loop like . The set of vertices of

such a Γ will be denoted by V (Γ), its set of edges will be denoted by E(Γ). A half-edge c of Γ is an

element of

H(Γ) = {c = (v(c); e(c))|v(c) ∈ V (Γ); e(c) ∈ E(Γ); v(c) ∈ e(c)}.

An automorphism of Γ is a permutation b of H(Γ) such that for any c, c′ ∈ H(Γ),

v(c) = v(c′) =⇒ v(b(c)) = v(b(c′)) and e(c) = e(c′) =⇒ e(b(c)) = e(b(c′)).

The number of automorphisms of Γ will be denoted by ]Aut(Γ). For example, ]Aut( ) = 12. An

orientation of a vertex of such a diagram Γ is a cyclic order of the three half-edges that meet at that

vertex. A Jacobi diagram Γ is oriented if all its vertices are oriented (equipped with an orientation).

The degree of such a diagram is half the number of its vertices.

Let An(∅) denote the real vector space generated by the degree n oriented Jacobi diagrams,

quotiented out by the following relations AS and IHX:
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AS : + = 0, and IHX : + + = 0.

Each of these relations relate diagrams which can be represented by planar immersions that

are identical outside the part of them represented in the pictures. Here, the orientation of vertices is

induced by the counterclockwise order of the half-edges. For example, AS identifies the sum of two

diagrams which only differ by the orientation at one vertex to zero. A0(∅) is equal to R generated by

the empty diagram.

1.4 The Kontsevich-Kuperberg-Thurston invariants Zn

Definition 1.5 Let V be a finite set. An orientation of V is a bijection from V to {1, 2, . . . , ]V } (or

a total order on V ) up to an even permutation.

When M is an odd-dimensional oriented manifold, an orientation of V provides an ordering of the

factors of MV (up to an even permutation), and therefore induces an orientation of MV . Thus, the

datum of an orientation of V is equivalent to the datum of an orientation of MV .

Let Γ be a Jacobi diagram. Let H(Γ) be its set of half-edges. When the edges of Γ are oriented,

the orientations of the edges induce an orientation of H(Γ) that is called the edge-orientation of H(Γ)

and that is represented by a total order of H(Γ) of the following form. Fix an arbitrary order on the

set of edges, then take the two halves of the first edge ordered from origin to the end, next the two

halves of the second edge, and so on.

When the set V (Γ) of vertices of Γ is oriented and when the vertices of Γ are oriented (as the sets

of their three half-edges), these data induce an orientation of H(Γ) that is called the vertex-orientation

of H(Γ) and that is defined as follows. Number the vertices of Γ from 1 to ]V (Γ) by a bijection that

induces the given orientation of V (Γ). The wanted order of H(Γ) is given by taking first the half-edges

of the first vertex with an order that agrees with the vertex-orientation, then the half-edges that

contain the second vertex, and so on.

Let M be a Q-sphere. Set

C̆V (Γ)(M) = (M \∞)V (Γ) \ {all diagonals}.

The set C̆V (Γ)(M) is the set of injective maps from V (Γ) to (M \ ∞). It is an open submanifold of

(M \∞)V (Γ) that is oriented as soon as V (Γ) is oriented.

An edge e of Γ defines a pair P (e) of elements of V (Γ). Then the restriction of maps induces a

canonical map from C̆V (Γ)(M) to C̆P (e)(M). An orientation of e orders the pair P (e) and produces a

canonical identification of C̆P (e)(M) with C̆{1,2}(M) ⊂ C2(M). (The origin of e is mapped to 1.) For

any oriented edge e of Γ, the composition of these maps will be denoted by

pe : C̆V (Γ)(M) −→ C2(M).

Let ωM be an antisymmetric two-form that is fundamental with respect to τM and ωS2 .

Let Γ be an oriented Jacobi diagram. Orient the edges of Γ, and orient V (Γ) so that the edge-

orientation of H(Γ) coincides with the vertex-orientation of H(Γ). Set

IΓ(ωM ) =

∫

C̆V (Γ)(M)

∧

e∈E(Γ)

p∗e(ωM ).
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This integral is convergent thanks to Proposition 2.5 below. It is easy to see that its sign only depends

on the vertex-orientation of Γ up to an even number of changes. In particular, the product IΓ(ωM )[Γ]

only depends on the (unoriented) Jacobi diagram Γ.

Proposition 1.6 ([KT]) Let M be a Q-sphere. Let ωM be an antisymmetric two-form that is funda-

mental with respect to a trivialization τM standard near ∞ and to a form ωS2 such that
∫

S2 ωS2 = 1.

Then with the notation above

Zn(M ; τM ) =
∑

Γ Jacobi diagram with 2n vertices

IΓ(ωM )

]Aut(Γ)
[Γ] ∈ An(∅)

only depends on the oriented diffeomorphism type of M and on the homotopy class of τM . (Here the

sum runs over Jacobi diagrams without vertex-orientations.)

In the next subsection, we shall see that any Z-sphere M has a preferred homotopy class [τ 0
M ] of

trivialisations that are standard near ∞, and this will allow us to define the invariants of Z-spheres

by

Zn(M) = Zn(M ; τ0
M ).

In general, we shall need a correction term, called the framing correction that is described in Subsec-

tion 1.6.

1.5 Homotopy classes of trivialisations of Q-spheres.

Recall thatGL+(R3) is homotopy equivalent to the pathwise connected group SO(3), that π1(SO(3)) ∼=
Z/2Z, π2(SO(3)) ∼= 0 and π3(SO(3)) ∼= Z[ρ] where the generator [ρ] of π3(SO(3)) is represented by

the following covering map

ρ : S3 −→ SO(3).

See S3 as the unit sphere of the quaternionic field (H = R ⊕ Ri ⊕ Rj ⊕ Rk). Then, for any element

γ of S3, ρ(γ) is the restriction of the conjugacy (x 7→ γxγ−1) to the euclidean space R3 of the pure

quaternions.

Boundaries of oriented manifolds are oriented with the outward normal first convention. Unit

spheres of oriented euclidean vector spaces are oriented as the boundaries of unit balls. In particular,

the sphere S3 is the oriented boundary of the unit ball of H. The group SO(3) is locally oriented as

S2 × S1 (oriented rotation axis in S2, rotation angle with respect to the previous axis) (outside its

center). With these orientations, deg(ρ) = 2.

Lemma 1.7 The trivialisation τM defined on ]1, 3] × S2 extends to BM .

Proof: Choose a cell decomposition of BM with respect to its boundary. Since GL+(R3) is pathwise

connected, we may extend the trivialisation to the one-skeleton of BM . If there were an obstruction

in

H2(BM , ∂BM = S2; Z/2Z) = H2(BM ; Z/2Z)

to extend τM on the two-skeleton of BM , there would exist a surface Σ immersed in M such that the

pull-back of TM under this immersion is not trivialisable on Σ. But this pull-back is isomorphic to

the sum of the tangent space TΣ of Σ, and the unique one-dimensional fibered bundle η over Σ that

makes TΣ ⊕ η orientable. Therefore, the pull-back of TM under this immersion is isomorphic to the
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pull-back of TR3 under any immersion of Σ into R3 and is trivialisable on Σ. Thus, τM extends to the

two-skeleton of Σ. Since π2(GL
+(R3)) = 0, τM also extends to the three-skeleton. �

The above proof also shows that any oriented 3-manifold is parallelisable.

Recall that the signature of a 4-manifold is the signature of the intersection form on its H2. Also

recall that any closed oriented three-manifold bounds a compact oriented 4-dimensional manifold

whose signature may be arbitrarily changed by connected sums with copies of CP 2 or −CP 2. Let

W = W 4 be a signature 0 cobordism between B3(3) and BM , that is a compact oriented 4-dimensional

manifold with corners such that

∂W = BM ∪ (−[0, 1] × S2) ∪ −B3(3)

where ∂BM = ∂B3(3) = S2.

W 4{0} ×B3(3) = B3(3) {1} ×BM = BM

[0, 1] × S2

→→→
~N

Let τM be a trivialisation of (M \∞) that is standard near ∞. Define the Pontryagin number of

τM

p1(τM ) ∈ Z

as follows.

Consider the complex 4-bundle TW ⊗ C over W . Near ∂W , W may be identified to an open

subspace of one of the products [0, 1]×B3(3) or [0, 1]×BM . Let ~N be the tangent vector to [0, 1]×{pt}
(under these identifications), and let τ(τM ) denote the trivialization of TW ⊗ C over ∂W that is

obtained by stabilizing either τS3 or τM into ~N ⊕ τM or ~N ⊕ τS3 . Then the obstruction to extend this

trivialization to W is the relative first Pontryagin class

p1(W ; τ(τM )) = p1(τM )[W,∂W ] ∈ H4(W,∂W ; Z) = Z[W,∂W ]

of the trivialisation.

Now, we specify our sign conventions for this Pontryagin class. They are the same as in [MS].

In particular, p1 is the opposite of the second Chern class c2 of the complexified tangent bundle. See

[MS, p. 174]. More precisely, equip M with a riemannian metric that coincides with the standard

metric of R3 outside B3(1), and equip W with a riemannian metric that coincides with the orthogonal

product metric of one of the products [0, 1] × B3(3) or [0, 1] × BM near ∂W . Equip TW ⊗ C with

the associated hermitian structure. The determinant bundle of TW is trivial because W is oriented

and det(TW ⊗ C) is also trivial. We only consider the trivialisations that are unitary with respect to

the hermitian structure of TW ⊗C and the standard hermitian form of C4, and that are special with

respect to the trivialisation of det(TW ⊗ C). Since πi(SU(4)) = {0} when i < 3, the trivialisation

τ(τM ) extends to a special unitary trivialisation τ outside the interior of a 4-ball B4 and defines

τ : (TW ⊗ C)|S3 −→ S3 × C4

over the boundary S3 = ∂B4 of this 4-ball B4. Over this 4-ball B4, the bundle is trivial and admits

a trivialisation

τB : (TW ⊗ C)|B4 −→ B4 × C4.
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Then τB ◦ τ−1(v ∈ S3, w ∈ C4) = (v, φ(v)(w)) where φ(v) ∈ SU(4). Let i2(mC
r ) be the following map

i2(mC
r ) : (S3 ⊂ C2) −→ SU(4)

(z1, z2) 7→









1 0 0 0
0 1 0 0
0 0 z1 −z2

0 0 z2 z1









.

When (e1, e2, e3, e4) is the standard basis of C4, the columns of the matrix contain the coordinates

of the images of the ei with respect to (e1, e2, e3, e4). Then the homotopy class [i2(mC
r )] of i2(mC

r )

generates π3(SU(4)) = Z[i2(mC
r )] and the homotopy class of φ : S3 −→ SU(4) satisfies

[φ] = −p1(τM )[i2(mC

r )] ∈ π3(SU(4)).

Proposition 1.8 The first Pontryagin number p1(τM ) is well-defined by the above conditions. (It is

independent of the choices that were made.) It only depends on the homotopy class of the trivialisation

τM among the trivialisations that are standard near ∞.

For any closed 3-manifold M , for any trivialisation τM of T (M \ ∞) that is standard near ∞,

and for any

g : (BM , ]1, 3]× S2) −→ (SO(3), 1),

let deg(g) denote the degree of g and let

ψ(g) : BM × R3 −→ BM × R3

(x, y) 7→ (x, g(x)(y))

then

p1(ψ(g) ◦ τM ) − p1(τM ) = −2deg(g).

If M is a given Z-sphere, then p1 defines a bijection from the set of homotopy classes of trivialisations

of M that are standard near ∞ to 4Z.

This proposition will be proved in Subsection 2.8. Of course, for a given Z-sphere, our preferred

class of trivialisations will be p−1
1 (0). By definition, the standard trivialisation of R3 is in this class

when M = S3.

1.6 The framing correction

Let X be a 3-dimensional vector space. Let V be a finite set. Then S̆V (X) denotes the set of injective

maps from V to X up to translations and dilations. It is an open subset of the smooth manifold

S(XV /diag(XV )). Set S̆n(X) = S̆{1,2,...,n}(X).

When V andX are oriented,XV and (diag(XV ) ∼= X) are oriented, then the quotientXV /diag(XV )

is oriented so that XV has the (fiber diag(XV ) ⊕ quotient XV /diag(XV )) orientation. When W is a

vector space, S(W ) is oriented as the boundary of a unit ball of W equipped with an arbitrary norm,

that is so that the multiplication from ]0,∞[×S(W ) to W preserves the orientation. This orients

S(XV /diag(XV )) and hence S̆V (X).

For an R3 vector bundle, p : E −→ B, S̆V (E) denotes the fibered space over B where the fiber

over (g ∈ B) is S̆V (p−1(g)). When B is an oriented manifold, S̆V (E) is next oriented with the (base

B ⊕ fiber) orientation.

Let p : E1 −→ S4 be the R3 vector bundle over S4 = B4 ∪S3 (−B4) whose total space is

E1 = B4 × R3 ∪S3×R3 (−B4) × R3

9



where the two parts are glued by identifying (g, x) ∈ S3 × R3 of the first factor to

(

(g, ρ(g)(x)) ∈ (−B4) × R3
)

.

The vector bundle E1 is equipped with the involutive bundle isomorphism ι over IdS4 that is the

multiplication by (−1) over each fiber.

In particular, S̆2(E1) is a (compact) S2-bundle that is denoted by S2(E1). Let ωT be a closed

2-form on S2(E1) that represents the Thom class of this S2-bundle such that ι∗(ωT ) = −ωT . ([ωT ]

is dual to a 4-dimensional manifold that intersects the ”left-hand side part” B4 × S2 of S2(E1) as

(B4 × {point}).)
Let Γ be an oriented Jacobi diagram. Each edge e of Γ again defines a pair P (e) ⊂ V (Γ) that

induces a projection

S̆V (Γ)(E1) −→ SP (e)(E1)

by restriction on the fibers. An orientation of the edge e induces an order on P (e) that identifies

SP (e)(E1) to S2(E1), and this again defines

pe : S̆V (Γ)(E1) −→ S2(E1).

Orient the vertices, the edges of Γ, and orient V (Γ) so that the edge-orientation of H(Γ) coincides

with the vertex-orientation of H(Γ). Set

IΓ(ωT )[Γ] =

∫

S̆V (Γ)(E1)

∧

e edge of Γ

p∗e(ωT )[Γ],

and define

ξn =
∑

Γ connected Jacobi diagram with 2n vertices

IΓ(ωT )

]Aut(Γ)
[Γ] ∈ An.

Define

A(∅) =
∏

n∈N

An(∅)

as the topological product of the vector spaces An(∅). Set

Z(M ; τM ) = (Zn(M ; τM ))n∈N ∈ A(∅)

where Z0(M ; τM ) = 1[∅]. Similarly, with ξ0 = 0,

ξ = (ξn)n∈N.

Equip A(∅) with the continuous product that maps two (classes of) graphs to (the class of) their

disjoint union. This product turns A(∅) into a commutative algebra.

Theorem 1.9 ([KT]) The obtained ξn does not depend on the closed form ωT that represents the

Thom class of S2(E1) such that ι∗(ωT ) = −ωT . For any Q-sphere M , set

Z(M) = Z(M ; τM ) exp(
p1(τM )

4
ξ).

Then Z is a topological invariant of M .

Note that Theorem 1.9 obviously implies Proposition 1.6. Thus, we are left with the proof of

Theorem 1.9.

Equip A(∅) with the involution that maps (xn ∈ An(∅))n∈N to (xn)n∈N = ((−1)nxn)n∈N. Then,

we have the following proposition.
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Proposition 1.10 For any integer k, ξ2k = 0.

For any Q-sphere M , let (−M) denotes the manifold obtained from M by reversing its orientation,

then

Z(−M) = Z(M).

Proof: The involution ι still makes sense on S2n(E1), it reverses the orientation and it commutes

with the projections pe. Therefore,

IΓ(ωT )[Γ] = −
∫

S̆V (Γ)(E1)
ι∗
(

∧

e edge of Γ p
∗
e(ωT )

)

[Γ]

= −
∫

S̆V (Γ)(E1)

(

∧

e edge of Γ p
∗
e(−ωT )

)

[Γ]

= (1)]E(Γ)+1IΓ(ωT )[Γ].

Since 3]V (Γ) = 2]E(Γ) = 12k, when the degree of Γ is 2k, we conclude that ξ2k = 0.

Consider a trivialisation τM : T (M \ ∞) → (M \ ∞) × R3 of M that is standard near ∞. Its

composition τ−M by (IdM\∞ × (−1)IdR3) is a trivialisation of T (−M \ ∞) that is standard near

∞, with respect to the composition of the previous embedding of (S3 \ B3(1)) into (M \ BM (1))

by the multiplication by (−1). On ∂C2(M), p−M (τ−M ) = ι ◦ pM (τM ). Therefore if ω(τM ) is an

antisymmetric form that is fundamental with respect to τM , ι∗(ω(τM )) = −ω(τM ) is an antisymmetric

form that is fundamental with respect to τ−M . Since changing the orientation ofM , does not change the

orientation of C2n(M), we see as before that Zn(−M ; τ−M ) = Zn(−M ;−ω(τM )) = (−1)nZn(M ; τM ).

Therefore, we are left with the proof that p1(τ−M ) = −p1(τM ). In order to prove it, note that

changing the orientation of the cobordism W between B3 and BM tranforms it into a cobordism

between −B3 ∼= B3 and (B−M = −BM ). Furthermore, changing the trivialisation by preserving

its first vector and reversing the other ones equips B3 with its standard trivialisation. The latter

trivialisation extends to the complement of a 4-ball B4 as the composition of the previous one by the

above symmetry. Therefore the induced change of basis on ∂B4 is conjugate through this symmetry

of the connected group U(4), and hence homotopic. Since the orientation of ∂B4 is the opposite to

the one used in the computation of p1(τM ), p1(τ−M ) = −p1(τM ). �

We shall also prove that ξ1 = − 1
12 [ ] in Proposition 2.45.

Dylan Thurston and Greg Kuperberg also proved that Z is a universal finite type invariant of

integral homology 3-spheres, that Z is multiplicative under the connected sum of 3-manifolds, and

that

Z1(M) =
λ(M)

2
[ ]

for any integral homology sphere M where λ denotes the Casson invariant normalized as in [AM, M].

The article [L] contains splitting formulae for Z that generalize the formulae used in the Thurston

and Kuperberg proof of Z’s universality. It also contains a proof that Z1(M) = λW (M)
4 [ ] for

any rational homology sphere M where λW denotes the Walker extension of the Casson invariant

normalized as in [W]. Since the current article has been written in order to provide the detailed

background for [L], the Thurston and Kuperberg proof of Z’s universality will not be discussed here.

The multiplicativity of Z under connected sum that is not needed in [L] is not proved here either. This

article is only a partial detailed presentation of the properties of Z that were discovered by Dylan

Thurston and Greg Kuperberg in [KT], or by Maxim Kontsevich.
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2 Proof of Theorem 1.9

2.1 More on the topology of C2(M).

Since the map pS3 : C2(S
3) −→ S2 is a homotopy equivalence, C2(S

3) has the homotopy type of S2.

In general, C2(M) has the homotopy type of
[

(M \∞)2 \ diagonal
]

. Indeed, it has the homotopy

type of

M2(∞,∞) \ ((∞× C1(M)) ∪ (C1(M) ×∞) ∪ diag(C1(M)))

that has the homotopy type of
[

(M \∞)2 \ diagonal
]

. Therefore, we have the following lemma.

Lemma 2.1 Let Λ = Z or Q. If M is a Λ-sphere, then

H∗(C2(M); Λ) = H∗(S
2; Λ).

and if [S(TxM)] denotes the homology class of a fiber of (ST (M \∞) ⊂ C2(M)), then H2(C2(M); Λ) =

Λ[S(TxM)].

Proof: In this proof, the homology coefficients are in Λ. Since (M \∞) has the homology of a point,

the Künneth Formula implies that (M \∞)2 has the homology of a point. Now, by excision,

H∗((M \∞)2, (M \∞)2 \ diag) ∼= H∗((M \∞) × R3, (M \∞) × (R3 \ 0))

∼= H∗(R
3, S2) ∼=

{

Λ if ∗ = 3,
0 otherwise.

Of course, (M \ ∞) × R3 denotes a tubular neighborhood of the diagonal in (M \ ∞)2. Note that

such a neighborhood can be easily obtained by integrating the vector fields given by a trivialisation

of T (M \ ∞) standard near ∞. With (m,λ(v ∈ S2)), associate (m, γλ(m, v)) where γ0(m, v) = m

and ∂
∂t (γt(m, v))(t0) = τ−1

M ((γt0(m, v), v)). When ε is a small enough positive number, this defines an

embedding of (M \∞) × ({x ∈ R3; ‖ x ‖< ε} ∼= R3).

Using the long exact sequence associated to the pair ((M \∞)2, (M \∞)2 \ diag), we get that

H∗(C2(M)) = H∗(S
2)

and that H2(C2(M); Λ) = Λ[S(TxM)]. �

Therefore, there is a preferred generator LM of H2(C2(M); Q) such that when B is a 3-ball

embedded in M equipped with the orientation of M and when x is a point in the interior of B, the

evaluation of LM on the homology class of ({x} × ∂B) ⊂ C2(M) is one.

If (K1tK2) ⊂M \∞ is a two-component link of M , then the evaluation of LM on the homology

class of the torus (K1 ×K2 ⊂ C2(M)) is the linking number of K1 and K2 in M that is denoted by

`(K1,K2). Here, it will be our definition for the linking number.

Let us now prove the existence of fundamental forms.

For this, we first recall the following standard consequence of the definition of the De Rham

cohomology.

Lemma 2.2 Let A be a compact submanifold of a compact manifold B, let ωA be a closed n-form on

A, and let i : A −→ B denote the inclusion. Then the three following assertions are equivalent:

1. The form ωA extends to B as a closed n-form.

2. The cohomology class of ωA belongs to i∗(Hn(B; R)).

12



3. The integral of ωA vanishes on Ker(i∗ : Hn(A; R) −→ Hn(B; R)).

Lemma 2.3 The restriction map

H2(C2(M)) −→ H2(∂C2(M))

is an isomorphism.

Proof: Write the exact sequence (with real coefficients)

H2(C2(M), ∂C2(M)) ∼= H4(C2(M)) = 0 −→

−→ H2(C2(M)) −→ H2(∂C2(M)) −→

−→ H3(C2(M), ∂C2(M)) ∼= H3(C2(M)) = 0.

�

Lemma 2.4 Any closed two-form ωM on ∂C2(M) extends on C2(M) as a closed two-form. If ωM is

antisymmetric with respect to the involution ι on C2(M), then we can demand that the extension is

antisymmetric, too.

Proof: The first assertion is a direct consequence of the two previous lemmas. When ωM is antisym-

metric, let ω denote one of its closed extensions, then the average

ω̃ =
ω − ι∗(ω)

2

is an extension of ωM that is closed and antisymmetric. �

In particular fundamental forms exist. Note that the cohomology class of a fundamental form is

LM , since its integral along the generator S(TxM) of H2(C2(M)) is one.

2.2 Needed statements about configuration spaces

Compactifications of C̆V (Γ)(M) are useful to study the behaviour of our integrals

IΓ(ωM ) =

∫

C̆V (Γ)(M)

∧

e∈E(Γ)

p∗e(ωM )

near ∞, and their dependence on the choice of ωM . Indeed, in order to prove the convergence, it

is sufficient to find a smooth compactification (that will have corners) where the form
∧

p∗e(ωM )

smoothly extends. The variation of this integral when adding an exact form dη, will be the integral of

η on the codimension one faces of the boundary that needs to be precisely identified. Therefore, the

proof of Theorem 1.9 will require a deeper knowledge of configuration spaces. We give all the needed

statements in this subsection. All of them will be proved in Section 3.

Recall that a map from [0,∞[d×Rn−d to Rk is C∞ or smooth at 0 if it can be extended to a C∞

map in a neighborhood of 0 in Rn. A smooth manifold with corners is a manifold where every point

has a neighborhood that is diffeomorphic to a neighborhood of 0 in [0,∞[d×Rn−d. The codimension

d faces of a smooth manifold C with corners are the connected components of the set of points that

are mapped to 0 under a diffeomorphism from one of their neighborhoods to a neighborhood of 0 in

[0,∞[d×Rn−d. The union of the codimension 0 faces of such a C is called the interior of C.

13



Let V denote a finite set, let M be a closed oriented three-manifold and let X be a 3-dimensional

vector space.

We shall study the open submanifold

C̆V (M) = (M \∞)V \ all diagonals

of (M \∞)V . It will be seen as the space of injective maps from V to (M \∞).

We shall also study the open submanifold S̆V (X) of the smooth manifold S(XV /diag(XV )) made

of injective maps from V to X up to translations and dilations.

These manifolds are our configuration spaces. S̆n(X) = S̆{1,2,...,n}(X) and C̆n(M) = C̆{1,2,...,n}(M).

Note that S̆2(X) may be seen as the set of maps from {2} to X \ 0 (when choosing to map {1} to 0).

This provides a diffeomorphism from S̆2(X) to S(X) that is diffeomorphic to S2.

For any subset B of V , the restriction of maps provides well-defined projections pB from C̆V (M)

to C̆B(M), and from S̆V (X) to S̆B(X). A total order on B identifies B to {1, . . . , , ]B} and therefore

identifies C̆B(M) to C̆]B(M) and S̆B(X) to S̆]B(X). In particular, by composition, any ordered pair

e of V induces canonical maps

pe : C̆V (M) −→ C̆2(M)

and

pe : S̆V (X) −→ S̆2(X).

We are going to define suitable compactifications for these spaces. Namely, we shall prove the

following propositions.

Proposition 2.5 There exists a well-defined smooth compact manifold with corners CV (M) whose

interior is canonically diffeomorphic to C̆V (M) such that

• C{1}(M) and C{1,2}(M) coincide with the compactifications C1(M) and C2(M) defined in Sec-

tion 1.1.

• For any ordered pair e of V , the projection

pe : C̆V (M) −→ C2(M)

smoothly extends to CV (M).

Proposition 2.6 There exists a well-defined smooth compact manifold with corners SV (X) whose

interior is canonically diffeomorphic to S̆V (X) such that, for any ordered pair e of V , the projection

pe : S̆V (X) −→ S2(X)

smoothly extends to SV (X).

For our purposes, it will be important to know the codimension one faces of these compactifica-

tions. For CV (M), they will be the configuration spaces F (∞;B) and F (B) defined below, for some

subsets B of V , where F (∞;B) will contain limit configurations that map B to ∞, and F (B) will

contain limit configurations that map B to a point of (M \∞).

Let B be a non-empty subset of V . Let Si(T∞MB) denote the set of injective maps from B to

(T∞M \ 0) up to dilation. Note that Si(T∞MB) is an open submanifold of S((T∞M)B). Define

F (∞;B) = C̆(V \B)(M) × Si(T∞M
B)

where C̆∅(M) has one element. Any ordered pair e of V defines a canonical map pe from F (∞;B) to

C2(M) in the following way.
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• If e ⊆ V \B, then pe is the composition of the natural projections

F (∞;B) −→ C̆(V \B)(M) −→ Ce(M) = C2(M).

• If e ⊆ B, then pe is the composition of the natural maps

F (∞;B) −→ Si(T∞M
B) −→ Si(T∞M

e) ↪→ Ce(M) = C2(M).

• If e ∩B = {b′}, then pe is the composition of the natural maps

F (∞;B) −→ C̆(e\{b′})(M) × Si(T∞M
{b′}) −→

−→ (M \∞)(e\{b
′}) × S(T∞M

{b′}) ↪→ Ce(M) = C2(M).

Let B be a subset of V of cardinality (≥ 2). Let b ∈ B. Let F (B) denote the total space of the

fibration over
(

C̆{b}∪(V \B)(M)
)

where the fiber over an element c is S̆B(Tc(b)M). Again, any ordered

pair e of V defines a canonical map pe from F (B) to C2(M).

• If e ⊆ (V \B) ∪ {b}, then pe is the composition of the natural projections

F (B) −→ C̆{b}∪(V \B)(M) −→ Ce(M) = C2(M).

• If e ⊆ B, then pe is the composition of the natural projections

F (B) −→ S̆B(Tc(b)M) −→ S̆e(Tc(b)M) −→ Ce(M) = C2(M).

• If e ∩B = {b′}, let ẽ be obtained from e by replacing b′ by b, then pe = pẽ.

Set

∂∞1 (CV (M)) = {F (∞;B);B ⊆ V ;B 6= ∅},

∂d1 (CV (M)) = {F (B);B ⊆ V ; ]B ≥ 2},

and

∂1(CV (M)) = ∂∞1 (CV (M)) ∪ ∂d1 (CV (M)).

The following proposition is proved in Subsection 3.4.

Proposition 2.7 Any F ∈ ∂1(CV (M)) embeds canonically into CV (M), and its image is a codi-

mension one face of CV (M). Therefore, any such F will be identified to its image. Then ∂1(CV (M))

is the set of codimension one faces of CV (M). Furthermore, for any ordered pair e of V , for any

F ∈ ∂1(CV (M)), the restriction to F of the canonical map pe defined from CV (M) to C2(M) is the

map pe defined above.

Let B be a strict subset of V of cardinality (≥ 2). Let b ∈ B. Let X be a 3-dimensional vector

space. Let

f(B)(X) = S̆B(X) × S̆{b}∪(V \B)(X)

be a space of limit configurations where B collapses.

Any ordered pair e of B provides the following canonical projection pe from f(B)(X) to S2(X)

as follows.
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• If e ⊆ (V \B) ∪ {b}, then pe is the composition of the natural projections

f(B)(X) −→ S̆{b}∪(V \B)(X) −→ Se(X) = S2(X).

• If e ⊆ B, then pe is the composition of the natural projections

f(B)(X) −→ S̆B(X) −→ Se(X) = S2(X).

• If e ∩B = {b′}, let ẽ be obtained from e by replacing b′ by b, then pe = pẽ.

In this article, the sign ⊂ stands for ”⊆ and 6=”. Set

∂1(SV (X)) = {f(B)(X);B ⊂ V ; ]B ≥ 2}.

The following proposition is proved in Subsection 3.4.

Proposition 2.8 Any F ∈ ∂1(SV (X)) embeds canonically into SV (X), and its image is a codi-

mension one face of SV (X). Therefore, any such F will be identified to its image. Then ∂1(SV (X))

is the set of codimension one faces of SV (X). Furthermore, for any ordered pair e of V , for any

F ∈ ∂1(SV (X)), the restriction to F of the canonical map pe defined from SV (X) to S2(X) is the

map pe defined above.

2.3 Sketch of the proof of Theorem 1.9

We shall first see that the wanted invariant Z is the exponential of a simpler series in A(∅), that we

are going to present in another way by means of labelled diagrams that will make the proofs clearer.

A degree n labelled Jacobi diagram is a Jacobi diagram whose vertices are numbered from 1 to

2n, and whose edges are numbered from 1 to 3n.

Let Γ be a labelled Jacobi diagram with underlying Jacobi diagram Γ. The automorphisms of

Γ act on the labelling of Γ. In particular, there are exactly ]Aut(Γ) labellings of Γ that give rise to

a labelled Jacobi diagram isomorphic to Γ as a labelled Jacobi diagram, and the number of labelled

Jacobi diagrams with underlying Jacobi diagram Γ is (2n)!(3n)!

]Aut(Γ)
.

A Jacobi diagram is edge-oriented when its edges are oriented. Any labelled Jacobi diagram has

23n such edge-orientations.

A labelled edge-oriented Jacobi diagram inherits a canonical vertex-orientation (up to an even

number of changes), namely the vertex-orientation that together with the orientation of V (Γ) induced

by the vertex labels provides a vertex-orientation of H(Γ) equivalent to its edge-orientation. Therefore,

an edge-oriented labelled graph Γ has a well-determined class [Γ] in A(∅). Furthermore, an edge-

oriented labelled graph Γ defines a map

P (Γ) : C̆2n(M) −→ C2(M)3n

whose projection pi ◦P (Γ) = Pi(Γ) onto the ith factor of C2(M)3n is pe(i) where e(i) denotes the edge

labelled by i.

Let τM be a trivialisation of T (M \ ∞) standard near ∞. For any i ∈ {1, . . . , 3n}, let ω
(i)
M be a

two-form that is fundamental with respect to τM and to a form ω
(i)
S2 such that

∫

S2 ω
(i)
S2 = 1. Define the

6n-form on C2(M)3n

Ω =

3n
∧

i=1

p∗i (ω
(i)
M ).
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Proposition 2.5 allows us to define

IΓ(M ; Ω) =

∫

C2n(M)

P (Γ)∗(Ω) =

∫

C2n(M)

3n
∧

i=1

Pi(Γ)∗(ω(i)
M ).

Let En denote the set of all connected edge-oriented labelled Jacobi diagrams with 2n vertices. We are

going to prove the following propositions.

Proposition 2.9 Under the above assumptions,

zn(τM ) =
∑

Γ∈En
IΓ(M ; Ω)[Γ]

only depends on M and on τM .

Proposition 2.10 Let ωT be a closed two-form that represents the Thom class of S2(E1). Then

δn =
∑

Γ∈En

∫

S2n(E1)

3n
∧

i=1

Pi(Γ)∗(ωT )[Γ]

does not depend on the choice of ωT .

Proposition 2.11 Under the above assumptions, zn(τM ) only depends on M and on the homotopy

class of τM among the trivialisations that are standard near ∞.

For any closed 3-manifold M , for any trivialisation τM of T (M \ ∞) that is standard near ∞,

and for any

g : (M \∞,M \BM (1)) −→ (SO(3), 1),

define
ψ(g) : (M \∞) × R3 −→ (M \∞) × R3

(x, y) 7→ (x, g(x)(y))

then

zn(ψ(g) ◦ τM ) − zn(τM ) =
1

2
deg(g)δn.

Note that Propositions 2.5 and 2.6 ensure that all the mentioned integrals are well-defined and

that all the previous ones are convergent.

Let us now show that Propositions 2.9, 2.10, 2.11, 1.8 prove Theorem 1.9.

First note that for an antisymmetric ωM that is fundamental with respect to τM and to a two-

form ωS2 such that
∫

S2 ωS2 = 1,
∫

C2n(M)

∧3n
i=1 Pi(Γ)∗(ωM )[Γ] is independent of the labelling and is

equal to IΓ(ωM )[Γ]. Therefore,

zn(τM ) = 23n(3n)!(2n)!
∑

Γ connected Jacobi diagrams with 2n vertices

IΓ(ωM )

]Aut(Γ)
[Γ],

and

Z̃(τM ) = exp

((

1

23n(3n)!(2n)!
zn(τM )

)

n

)

only depends on τM , according to Proposition 2.9.

Lemma 2.12 Z(M ; τM ) = Z̃(τM ).

17



These are two series of combinations of diagrams and it suffices to compare the coefficients of [Γ], for

a diagram Γ which is a disjoint union of k1 copies of Γ1, k2 copies of Γ2, . . . , kr copies of Γr, where

Γ1, Γ2 and Γr are non-isomorphic connected Jacobi diagrams. The coefficient of [Γ] =
∏r
i=1[Γi]

ki

in Z(M ; τM ) is IΓ(ωM )

]Aut(Γ)
where IΓ(ωM ) =

∏r
i=1 IΓi(ωM )ki , and ]Aut(Γ) =

∏r
i=1[(]Aut(Γi))

ki (ki)!].

Therefore, the coefficient in Z(M ; τM ) is

r
∏

i=1

IΓi(ωM )ki

]Aut(Γi)ki(ki)!
.

Let k =
∑r

i=1 ki. The coefficient of [Γ] in Z̃(τM ) is its coefficient in the product

1

k!

((

1

23n(3n)!(2n)!
zn(τM )

)

n

)k

where
∏r
i=1[Γi]

ki occurs k!
Q

r
i=1(ki)!

times with the coefficient 1
k!

∏r
i=1

IΓi (ωM )ki

]Aut(Γi)ki
. Thus, the two coeffi-

cients coincide. �

Of course, Proposition 2.10 implies that

ξn =
1

23n(3n)!(2n)!
δn

is independent on the used ωT . Now, Propositions 2.11 and 1.8 clearly imply that ( 1
23n(3n)!(2n)!zn(τM )+

p1(τM )
4 ξn) is independent of τM , and this in turn implies Theorem 1.9.

Propositions 2.9, 2.10 and 2.11 and 1.8 will be proved in Subsections 2.4, 2.5, 2.7 and 2.8,

respectively.

2.4 Proof of Proposition 2.9, the dependence on the forms.

In this subsection, we prove Proposition 2.9.

Of course, the only choice in the expression of zn(τM ) is the choice of the ω
(i)
M , and it is enough

to prove that changing an ω
(i)
M into an ω̂

(i)
M that is fundamental with respect to τM and to a form ω̂

(i)
S2

such that
∫

S2 ω̂
(i)
S2 = 1 does not change zn = zn(τM ) = zn(Ω).

For later use in [L], we shall rather study how zn varies when ω
(i)
M varies within a class of forms

that is more general than the fundamental forms.

Definition 2.13 A two-form ωM on C2(M) or on ∂C2(M) is admissible if:

• its restriction to ∂C2(M)\ST (BM ) is pM (τM )∗(ωS2) for some trivialisation τM of T (M\∞) standard

near ∞ and for some two-form ωS2 on S2 with total volume one, and,

• it is closed.

Such a two-form is antisymmetric if ι∗(ωM ) = −ωM .

According to Lemma 2.4, an admissible two-form on ∂C2(M) extends as an admissible two-

form on C2(M), and an admissible antisymmetric two-form on ∂C2(M) extends as an admissible

antisymmetric two-form on C2(M). We are going to prove the following proposition.

Proposition 2.14 Let ωM be an antisymmetric admissible two-form on C2(M), then with the no-

tation before Proposition 1.6

Zn(ωM ) =
∑

Γ Jacobi diagram with 2n vertices

IΓ(ωM )

]Aut(Γ)
[Γ]

only depends on M and on the restriction of ωM to ST (BM).
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In what follows, all the two forms ω
(j)
M , for j ∈ {1, 2, . . . , 2n}, and ω̂

(i)
M are admissible with

respect to two-forms on S2 denoted by ω
(j)
S2 , for j ∈ {1, 2, . . . , 2n} and ω̂

(i)
S2 , respectively. Note that

the restriction of ω
(j)
M on ST (BM) determines ω

(j)
S2 , and hence determines ω

(j)
M on ∂C2(M). We fix a

trivialisation τM of T (M \∞) standard near ∞.

Lemma 2.15 There exists a one-form ηS2 on S2 such that dηS2 = ω̂
(i)
S2 − ω

(i)
S2 , and a one-form η on

C2(M) such that

1. dη = ω̂
(i)
M − ω

(i)
M ,

2. the restriction of η on ∂C2(M) \ ST (BM) is pM (τM )∗(ηS2),

3. if ω̂
(i)
M and ω

(i)
M are fundamental with respect to τM , then the restriction of η on the whole ∂C2(M)

is pM (τM )∗(ηS2),

4. if ω̂
(i)
M and ω

(i)
M coincide on ST (BM), then the restriction of η on ∂C2(M) is zero.

Proof: Since ω̂
(i)
M and ω

(i)
M are cohomologous there exists η such that dη = ω̂

(i)
M − ω

(i)
M on C2(M).

Similarly, there exists ηS2 such that dηS2 = ω̂
(i)
S2 − ω

(i)
S2 . If ω̂

(i)
M and ω

(i)
M coincide on ST (BM), then

ω̂
(i)
S2 = ω

(i)
S2 , and we choose ηS2 = 0. Now, d(η − pM (τM )∗(ηS2)) = 0 on ∂C2(M) \ ST (BM), and on

∂C2(M) if ω̂
(i)
M and ω

(i)
M are fundamental with respect to τM , or if ω̂

(i)
M and ω

(i)
M coincide on ST (BM ).

Thanks to the exact sequence

0 = H1(C2(M)) −→ H1(∂C2(M)) −→ H2(C2(M), ∂C2(M)) ∼= H4(C2(M)) = 0,

H1(∂C2(M)) = 0. It is easy to see that H1(∂C2(M) \ ST (BM )) = 0, too. Therefore, there exists a

function f from ∂C2(M) to R such that

df = η − pM (τM )∗(ηS2)

on ∂C2(M) \ ST (BM ), and on ∂C2(M) if ω̂
(i)
M and ω

(i)
M are fundamental with respect to τM or if ω̂

(i)
M

and ω
(i)
M coincide on ST (BM ). Extend f to a C∞ map on C2(M) and change η into (η − df). �

Set

zn =
∑

Γ∈En

∫

C2n(M)

3n
∧

i=1

Pi(Γ)∗(ω(i)
M )[Γ].

Set ω̂
(j)
M = ω

(j)
M for j 6= i, and let ẑn =

∑

Γ∈En
∫

C2n(M)

∧3n
i=1 Pi(Γ)∗(ω̂(i)

M )[Γ].

Set

ω̃
(j)
M =

{

ω
(j)
M if j 6= i
η if j = i,

and define the (6n−1)-form Ω̃ =
∧3n
j=1 p

∗
j (ω̃

(j)
M ) on C2(M)3n. Then dΩ̃ =

∧3n
j=1 p

∗
j (ω̂

(j)
M )−∧3n

j=1 p
∗
j (ω

(j)
M ).

For an element F of the set ∂1(C2n(M)) of codimension 1 faces of C2n(M) described before

Proposition 2.7, set

IΓ,F =

∫

F

P (Γ)∗(Ω̃) =

∫

F

3n
∧

j=1

Pj(Γ)∗(ω̃(j)
M ),

where F is oriented as a part of the boundary of the oriented manifold C2n(M),

IΓ,∂ =
∑

F∈∂1(C2n(M))

IΓ,F .
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Then according to the Stokes theorem,

ẑn − zn =
∑

Γ∈En
IΓ,∂ [Γ].

We are going to prove that several terms cancel in this sum. More precisely, we shall prove

Proposition 2.16 that obviously implies Proposition 2.9, and Proposition 2.14 since

Z(ωM ) = exp

((

1

23n(3n)!(2n)!
zn(ωM )

)

n

)

with

zn(ωM ) =
∑

Γ∈En

∫

C2n(M)

3n
∧

i=1

Pi(Γ)∗(ωM )[Γ].

Proposition 2.16 With the notation above,

ẑn − zn =
∑

Γ∈En
IΓ,F (V )[Γ]

where IΓ,F (V ) = 0 for any Γ ∈ En if ω̂
(i)
M and ω

(i)
M are fundamental with respect to τM , or if ω̂

(i)
M and

ω
(i)
M coincide on ST (BM ).

When B is a subset of V , and when a graph Γ is given, EB denotes the set of edges of Γ that

contain two elements of B, and ΓB is the subgraph of Γ made of the vertices of B and the edges of

EB .

Lemma 2.17 For any non-empty subset B of V , for any Γ ∈ En, IΓ,F (∞;B) = 0.

Proof: Set A = V \ B. Let EC be the set of the edges of Γ that contain an element of A and

an element of B. Let p2 denote the projection of F (∞;B) onto Si(T∞MB). For e ∈ EB ∪ EC ,

Pe : (S2)E
B∪EC −→ S2 is the projection onto the factor indexed by e. We show that there exists a

smooth map

g : Si(T∞M
B) −→ (S2)E

B∪EC

such that
∧

e∈EB∪EC
p∗e(ω̃

(i(e))
M ) = (g ◦ p2)

∗
(

∧

e∈EB∪EC
P ∗
e (ω̃

(i(e))
S2 )

)

where i(e) ∈ {1, 2, . . . , 3n} is the label of the edge e, and

ω̃
(i(e))
S2 =

{

ω
(i(e))
S2 if i(e) 6= i
ηS2 if i(e) = i.

Indeed, if e ∈ EB ∪ EC , pe(F (∞;B)) ⊂ ∂C2(M),

p∗e(ω̃
(i(e))
M ) = (pM (τM ) ◦ pe)∗(ω̃(i(e))

S2 ),

and pM (τM ) ◦ pe factors through Si(T∞MB) (and therefore reads ((Pe ◦ g) ◦ p2)). Indeed, if e ∈ EC ,

pM (τM ) ◦ pe only depends on the projection on S(T∞M) of the vertex at ∞ (of B), while, if e ∈ EB ,

pM (τM ) ◦ pe factors through Si(T∞Me).

Therefore if the degree of the form
(

∧

e∈EB∪EC p
∗
e(ω̃

(i(e))
S2 )

)

is bigger than the dimension (3]B−1)

of Si(T∞MB), this form vanishes on F (∞;B). The degree of the form is (2]EB + 2]EC) or (2]EB +

2]EC − 1), while

(3]B − 1) = 2]EB + ]EC − 1.
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Therefore, the integral vanishes unless EC is empty. In this case, since Γ is connected, B = V ,

F (∞;V ) = Si(T∞MV ), all the pM (τM ) ◦ pe locally factor through the conjugates under the inversion

(x 7→ x/ ‖ x ‖2) of the translations that make sense, and the form vanishes, too. �

As soon as there exists a smooth map from F (B) to a manifold of strictly smaller dimension

that factorizes P (Γ), then IΓ,F (B) = 0. We shall use this principle to get rid of some faces.

Lemma 2.18 Let Γ ∈ En. For any subset B of V such that ΓB is not connected, IΓ,F (B) = 0.

Proof: Indeed, in the fiber S̆B(Tc(b)M) we may translate one connected component of ΓB whose set

of vertices is C independently. This amounts to factorize the pe through C̆{b}∪(V \B)(M) if ]B = 2, or

through the fibered space over C̆{b}∪(V \B)(M) whose fiber is an open subspace of

S

(

Tc(b)M
B

diag(Tc(b)MB) ⊕ (0B\C × diag(Tc(b)MC))

)

.

In both cases, all the pe factor through a space with smaller dimension. �

Lemma 2.19 Let Γ ∈ En. Let B be a subset of V such that ]B ≥ 3. If some element of B belongs to

exactly one edge of ΓB, then IΓ,F (B) = 0.

Proof: Let b be the mentioned element, and let e be its edge in ΓB , let d ∈ B be the other element

of e. The group ]0,∞[ acts on the map t from B to Tc(b)M by moving t(b) on the half-line from

t(d) through t(b). ((t(b) − t(d)) is multiplied by a scalar). When ]B ≥ 3, this action is non trivial on

S̆B(Tc(b)M), P (Γ) factors through the quotient of F (B) by this action that has one less dimension. �

Lemma 2.20 Let Γ ∈ En. Let B be a subset of V such that at least one element of B belongs to

exactly two edges of ΓB. Let E(Γ) denote the set of labelled edge-oriented graph that are isomorphic to

Γ by an isomorphism that preserves the labels of the vertices, but that may change the labels and the

orientations of the edges. Then
∑

Γ̃;Γ̃∈E(Γ)

IΓ̃,F (B)[Γ̃] = 0.

Proof: Let vm be the vertex of B with smallest label m ∈ {1, 2, . . . , 2n} that belongs to exactly

two edges of ΓB . We first describe an orientation-reversing diffeomorphism of the complement of

a codimension 3 submanifold of F (B). Let vj and vk denote the (possibly equal) two other ver-

tices of the two edges of ΓB that contain vm. Consider the linear transformation S of the space

S(Tc(b)M
B/diag(Tc(b)M

B)) of non-constant maps f from B to Tc(b)M up to translations and dila-

tions, that maps f to S(f) where

S(f(v`)) = f(v`) if v` 6= vm, and,

S(f(vm)) = f(vj) + f(vk) − f(vm).

This is an orientation-reversing involution of S(Tc(b)M
B/diag(Tc(b)M

B)). The set of elements of

S̆B(Tc(b)M) whose image under S is not in S̆B(Tc(b)M) is a codimension 3 submanifold of S̆B(Tc(b)M).

The fibered product of S by the identity of the base C̆{b}∪(V \B)(M) is an orientation-reversing smooth

involution outside a codimension 3 submanifold FS of F (B). It is still denoted by S.

Now, let σ(B; Γ)(Γ̃) be obtained from (Γ̃ ∈ E(Γ)) by reversing the orientations of the edges of

ΓB that contain vm and by exchanging their labels. Then, as the following picture shows,

P (Γ̃) ◦ S = P (σ(B; Γ)(Γ̃)).
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a

σ(B; Γ)(a)

b
σ(B; Γ)(b)

f(vm)

f(vk)

f(vj)

S(f(vm))

Therefore,
IΓ̃,F (B) =

∫

F (B)\FS P (Γ̃)∗(Ω̃)

= −
∫

F (B)\FS S
∗
(

P (Γ̃)∗(Ω̃)
)

= −
∫

F (B)\FS (P (Γ̃) ◦ S)∗(Ω̃)

= −
∫

F (B)\FS P (σ(B; Γ)(Γ̃))∗(Ω̃)

= −Iσ(B;Γ)(Γ̃),F (B)

while [Γ̃] = [σ(B; Γ)(Γ̃)]. Now, σ(B; Γ) defines an involution of E(Γ), and it is easy to conclude:

∑

Γ̃;Γ̃∈E(Γ)

IΓ̃,F (B)[Γ̃] =
∑

Γ̃;Γ̃∈E(Γ)

Iσ(B;Γ)(Γ̃),F (B)[σ(B; Γ)(Γ̃)]

= −
∑

Γ̃;Γ̃∈E(Γ)

IΓ̃,F (B)[Γ̃] = 0.

�

The symmetry used in the above proof was observed by Kontsevich in [Ko].

The three previous lemmas allow us to get rid of the pairs (B; Γ) with ]B ≥ 3 such that at least

one element of B does not belong to three edges. Therefore, since the Γ are connected, we are left

with the pairs (B; Γ) with B = V , that are treated by Lemma 2.22 below, and with the pairs (B; Γ)

where B 6= V , ]B = 2, and at least one element belongs to exactly one edge of ΓB . The following

lemma allows us to get rid of this latter case where ΓB must be an edge.

Lemma 2.21 Let Γ ∈ En. Let B be a subset of V such that ΓB is made of an edge e(`) with label `

oriented from a vertex vj to a vertex vk. Let Γ/ΓB be the labelled edge-oriented graph obtained from Γ

by collapsing ΓB down to one point. (The labels of the edges of Γ/ΓB belong to {1, 2, . . . , 3n}\{`}, the

labels of the vertices of Γ/ΓB belong to {1, 2, . . . , 2n}\{k}, Γ/ΓB has one four-valent vertex (vj = vk)

and its other vertices are trivalent.) Let E(Γ;B) be the subset of En that contains the graphs Γ̃ whose

edge with label ` goes from vj to vk and such that Γ/ΓB is equal to Γ̃/Γ̃B. Then

∑

Γ̃;Γ̃∈E(Γ;B)

IΓ̃,F (B)[Γ̃] = 0.

Proof: F (B) is fibered over C̆V \{vk}(M) with fiber STc(vj)M that contains the direction of the vector

from c(vj) to c(vk). The oriented face F (B) and the map

P (Γ̃) : (F (B) ⊂ C2n(M)) −→ C2(M)3n

are the same for all the elements Γ̃ of E(Γ;B). Therefore IΓ̃,F (B) is the same for all the elements Γ̃ of

E(Γ;B), the sum of the statement is

∑

Γ̃;Γ̃∈E(Γ;B)

IΓ̃,F (B)[Γ̃] = IΓ,F (B)

∑

Γ̃;Γ̃∈E(Γ;B)

[Γ̃],
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and we are left with the study of the set E(Γ;B). Let Γ̃ ∈ E(Γ;B). Let a, b, c, d be the four half-edges

of Γ/ΓB that contain (vj = vk). Let e1 be the first half-edge of e(`) that contains vj , and let e2 be

the other half-edge of e(`). Then in Γ̃, vj belongs to e1 and to two half-edges of {a, b, c, d}, and the

corresponding unordered pair determines Γ̃ as an edge-oriented labelled graph. Thus, there are 6 graphs

in E(Γ;B) labelled by the pairs of elements of {a, b, c, d}. Equip Γ = Γab with a vertex-orientation

that reads (a, b, e1) at vj and (c, d, e2) at vk and that is consistent with its given edge-orientation

(i.e. such that the edge-orientation of H(Γ) is equivalent to its vertex-orientation). A representative

of the orientation of H(Γ) reads (. . . , a, b, e1, . . . , c, d, e2, . . .) and is equivalent to the edge-orientation

of H(Γ) that is the same for all the elements of E(Γ;B).

Thus, cyclically permuting the letters b, c, d gives rise to two other graphs in E(Γ;B) equipped

with a suitable vertex-orientation, that respectively reads

(a, c, e1) at vj and (d, b, e2) at vk, or

(a, d, e1) at vj and (b, c, e2) at vk,

The three other elements of E(Γ;B) with their suitable vertex-orientation are obtained from the three

previous ones by exchanging the ordered pair before e1 with the ordered pair before e2. This amounts

to exchanging the vertices vj and vk in the picture, and does not change the unlabelled vertex-oriented

graph. The first three graphs can be represented by three graphs identical outside the pictured disk:
a

b c

d

vk

,

a

b c

d
vk

and

a

b c

d

vk

Then the sum
∑

Γ̃;Γ̃∈E(Γ;B)[Γ̃] is zero thanks to IHX. �

Lemma 2.22 For any Γ ∈ En, IΓ,F (V ) = 0 if ω̂
(i)
M and ω

(i)
M are fundamental with respect to τM , or if

ω̂
(i)
M and ω

(i)
M coincide on ST (BM ).

In the first case, the face F (V ) is identified via τM to S̆V (R3)×(M\∞), and the form Ω̃ to be integrated

can be pulled-back through the projection onto the fiber. In the second case, for any j ∈ {1, 2, . . . , 3n},
pj maps F (V ) into ∂C2(M), and therefore P (Γ)∗(Ω̃) = 0 on F (V ) thanks to Lemma 2.15. �

This ends the proof of Proposition 2.16, and hence the proofs of Proposition 2.9 and 2.14.

Since for any admissible form ωM on C2(M), zn(ωM ) only depends on the restriction of ωM to

ST (BM ), zn(ωM ) will also be denoted by zn(ωM |ST (BM )).

Proposition 2.23 For any admissible form ω on C2(M) and for any one-form η on C2(M) that

reads pM (τM )∗(ηS2) on ∂C2(M) \ST (BM ), for some one-form ηS2 on S2 and for some trivialisation

τM that is standard near ∞,

zn(ω + dη) − zn(ω)

=
∑

Γ∈En

∫

F (V )

3n
∑

i=1





i−1
∧

j=1

Pj(Γ)∗(ω) ∧ Pi(Γ)∗(η) ∧
3n
∧

j=i+1

Pj(Γ)∗(ω + dη)



 [Γ].

Proof: Indeed, according to Proposition 2.16,

zn(





i−1
∧

j=1

P ∗
j (ω) ∧

3n
∧

j=i

P ∗
j (ω + dη)



) − zn(





i
∧

j=1

P ∗
j (ω) ∧

3n
∧

j=i+1

P ∗
j (ω + dη)



) =

=
∑

Γ∈En

∫

F (V )





i−1
∧

j=1

Pj(Γ)∗(ω) ∧ Pi(Γ)∗(η) ∧
3n
∧

j=i+1

Pj(Γ)∗(ω + dη)



 [Γ],
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and the above statement is nothing but the sum over the i in {1, . . . , 3n} of these equalities. �

2.5 Forms over S2-bundles

Proof of Proposition 2.10: According to Proposition 2.8, the codimension one faces of SV (E1) are

the fibered spaces over S4 with fibers f(B)(p−1(x)), for all the strict subsets B of V with cardinality

at least 2. Then the independence of ωT is proved as in the previous subsection, using lemmas similar

to Lemmas 2.18, 2.19, 2.20, 2.21 that treat all the possible faces, and Proposition 2.10 is proved. �

Note that the proofs of these lemmas in fact show that the image of S2n(E1) under
∑

Γ∈En P (Γ)[Γ]

is a cycle whose homology class is in H6n(S2(E1)
3n;A(∅)) even if A(∅) is defined with integral coeffi-

cients. (Its boundary
∑

(Γ,F );Γ∈En,F∈∂1(SV (E1))

[P (Γ)(F )][Γ]

vanishes algebraically. ) Then 23n(2n)!(3n)!ξn is just the evaluation of
∧3n
i=1 p

∗
i [ωT ] at the class of this

cycle.

More generally, we have the following proposition:

Proposition 2.24 Let E be an R3-bundle over a base W that is an oriented four-dimensional man-

ifold. Let η denote a one-form on S2(E) and let ω denote a closed two-form on S2(E). Let

zn(E;ω) =
∑

Γ∈En

∫

S̆2n(E)

3n
∧

i=1

Pi(Γ)∗(ω)[Γ].

Then zn(E;ω + dη) − zn(E;ω) = δn(E;ω, η) with δn(E;ω, η) =

∑

Γ∈En

∫

S̆2n(E|∂W )

3n
∑

i=1





i−1
∧

j=1

Pj(Γ)∗(ω) ∧ Pi(Γ)∗(η) ∧
3n
∧

j=i+1

Pj(Γ)∗(ω + dη)



 [Γ].

Proof: The contributions of the faces coming from the boundary of S2n(R
3) cancel as in the above

case and we are left with the contributions coming from the boundary of W . �

Lemma 2.25 Let W be a connected oriented compact four-dimensional manifold, let E be the trivial

R3-bundle E = W × R3, and let ω denote a closed two-form on S2(E). If the inclusion induces an

injection from H2(W ) to H2(∂W ) and a surjection from H1(W ) to H1(∂W ), then zn(E;ω) only

depends on the restriction of ω to ∂W × S2.

Proof: Indeed, a closed form ω′ that coincides with ω on ∂W × S2 would read (ω + dη) for some

one-form η whose restriction to the boundary ∂W × S2 is closed and may be extended to W × S2 as

a closed form η′. Thus, ω′ = ω + d(η − η′) and since (η − η′) vanishes on ∂W × S2, Proposition 2.24

guarantees that zn(E;ω) = zn(E;ω′). �

Here, a bundle morphism ψ from an R3-bundle E to another one E ′ will always restrict to an

isomorphism from a fiber of E to a fiber of E ′. Such a bundle morphism induces bundle morphisms

that are still denoted by ψ from Sn(E) to Sn(E
′) for every n. Note that such a bundle morphism of

R3-bundles is determined by ψ : S2(E) −→ S2(E
′) up to a multiplication by a function from the base

of E to R, that preserves all the maps ψ : Sn(E) −→ Sn(E
′).
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Lemma 2.26 Let E be an R3-bundle over a base W that is an oriented four-dimensional manifold and

let ω denote a closed two-form on S2(E). Assume that there exist a bundle morphism ψ from E to an

R3-bundle E(X) over a base X, and a closed two-form ω(X) on S2(E(X)) such that ω = ψ∗(ω(X)).

If X is a manifold of dimension < 4, then zn(E;ω) = 0, and if ψ is an orientation-preserving

diffeomorphism, then zn(E;ω) = zn(E(X);ω(X)).

Proof: Indeed, since the maps ψ commute with the Pi(Γ),

∫

S̆2n(E)

3n
∧

i=1

Pi(Γ)∗(ψ∗(ω(X))) =

∫

S̆2n(E)

ψ∗
(

3n
∧

i=1

Pi(Γ)∗(ω(X))

)

.

Therefore, if X is of dimension < 4, the dimension of S̆2n(E(X)) is less than the dimension of

S̆2n(E) and the integral vanishes. If ψ is an orientation-preserving diffeomorphism, then it induces an

orientation-preserving diffeomorphism from S̆2n(E) to S̆2n(E(X)). �

2.6 The dependence on the trivializations

The closure of the face F (V ) in CV (M) is diffeomorphic via τM to C1(M) × SV (R3). When (SV =

SV (R3)) is oriented as in Subsection 1.6, the involved diffeomorphism preserves the orientation. Since

any ordered pair P included into V = {1, 2, . . . , 2n} gives rise to a restriction map from S2n = SV to

SP = S2 = S2, any edge-oriented labelled graph Γ again induces a smooth map

P (Γ) : S2n(R
3) −→ (S2)3n

whose ith projection Pi(Γ) is the map associated to the edge labelled by i.

The key-proposition to study how zn(ωM ) depends on the restriction of ωM to ST (BM ) is the

following one.

Proposition 2.27 Let ω0 and ω1 be two admissible two-forms on C2(M) that coincide on ∂C2(M) \
ST (BM ). Let τM be a trivialisation of (M \∞) that is standard near ∞. Identify ST (BM) to BM ×S2

with respect to τM . Then there exists a closed two-form ω on [0, 1]×BM × S2 such that

• ω coincides with π∗
BM×S2ω1 on ({1} ×BM ∪ [0, 1] × ∂BM ) × S2 and,

• ω coincides with ω0 on {0} ×BM × S2,

and, for any such two-form ω,

zn(ω1) − zn(ω0) = zn([0, 1] ×BM × R3;ω)

where

zn([0, 1] ×BM × R3;ω) =
∑

Γ∈En

∫

[0,1]×BM×SV (R3)

3n
∧

i=1

Pi(Γ)∗(ω)[Γ].

Proof: First, the two-form ω exists because the restriction induces an isomorphism from H2([0, 1]×
BM × S2; R) to H2(∂([0, 1] ×BM × S2); R). See Lemma 2.2.

Next, zn([0, 1] ×BM × R3;ω) is independent of the chosen closed extension ω by Lemma 2.25.

Now,
(

zn(ω0) + zn([0, 1] ×BM × R3;ω)
)

is independent of ω0 because [0, 1]×BM ×SV (R3) can

be glued to CV (M) along the closure of F (V )|BM that is identified to {0} × BM × SV (R3) via τM .

The details of this argument can be written as follows. Let ω̃0 be another admissible form on ∂C2(M)

that coincides with ω1 outside ST (BM ), and let ω̃ = ω+ dη be a closed two-form on [0, 1]×BM ×S2
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that coincides

with ω̃0 on {0} ×BM × S2, and

with π∗
BM×S2ω1 on ({1} ×BM ∪ [0, 1] × ∂BM ) × S2.

We assume that η vanishes on ({1} × BM ∪ [0, 1] × ∂BM ) × S2 without loss because the H1 of this

space is trivial. In particular, according to Proposition 2.24,

zn([0, 1] ×BM × R3; ω̃) − zn([0, 1] ×BM × R3;ω) =

−
∑

Γ∈En

∫

0×BM×SV (R3)

3n
∑

i=1





i−1
∧

j=1

Pj(Γ)∗(ω0) ∧ Pi(Γ)∗(η) ∧
3n
∧

j=i+1

Pj(Γ)∗(ω̃0)



 [Γ].

Similarly, ω̃0 and ω0 extend to C2(M) as ω̃M and ωM , respectively, and there exists a one-form η′ on

C2(M) such that ω̃M = ωM + dη′ where η′ vanishes on ∂C2(M) \ ST (BM ), and coincides with η on

ST (BM ). Then according to Proposition 2.23,

zn(ω̃M ) − zn(ωM ) = −(zn([0, 1]×BM × R3; ω̃) − zn([0, 1] ×BM × R3;ω)).

In particular, when ω̃0 = ω1, we can choose the extension ω̃ = π∗
BM×S2(ω1) where

πBM×S2 : [0, 1] ×BM × R3 −→ {1} ×BM × R3

is the natural bundle morphism and we have

zn(ω0) + zn([0, 1]×BM × R3;ω) =

= zn(ω1) + zn([0, 1] ×BM × R3;π∗
BM×S2(ω1))

where, according to Lemma 2.26,

zn([0, 1] ×BM × R3;π∗
BM×S2(ω1)) = 0.

�

Lemma 2.28 If τ̃M is a trivialization homotopic to τM , then zn(τM ) = zn(τ̃M ).

Proof: When τ̃M is homotopic to τM , there exists g : [0, 1] × BM −→ GL+(R3) such that g maps a

neighborhood of ([0, 1]× (BM \BM (1)) ∪ {1}×BM ) to 1, and, if τM (v ∈ TmM) = (m,u ∈ R3), then

τ̃M (v ∈ TmM) = (m, g(0,m)(u)). The map g induces the bundle-morphism

φ(g) : [0, 1] ×BM × R3 −→ R3

(t,m, v) 7→ g(t,m)(v).

such that φ(g)∗(ωS2) satisfies the hypotheses of Proposition 2.27, and

zn(τM ) − zn(τ̃M ) = zn([0, 1] ×BM × S2;φ(g)∗(ωS2)).

Then thanks to Lemma 2.26, the right-hand side vanishes. �

This lemma concludes the proof of the first part of Proposition 2.11.

Lemma 2.29 Let G : M \∞ −→ GL+(R3) map (M \∞)\BM (1) to 1. Then zn(ψ(G)◦τM )−zn(τM )

is independent of τM .
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Proof: Let τ̃M be another trivialisation. Then, there exists g : (M \ ∞) −→ GL+(R3) such that

τ̃M = ψ(g) ◦ τM . The map g induces automorphisms ψ(g) on all ((M \ ∞) × SV ). Furthermore on

BM × S2, pM (τM ) = pS2 , pM (τ̃M ) = pS2 ◦ψ(g), pM (ψ(G) ◦ τM ) = pS2 ◦ψ(G), and pM (ψ(G) ◦ τ̃M ) =

pS2 ◦ ψ(G) ◦ ψ(g). Thus, when ω is suitable to compute (zn(τM ) − zn(ψ(G) ◦ τM )), according to

Proposition 2.27, ψ(g)∗(ω) is suitable to compute (zn(τ̃M ) − zn(ψ(G) ◦ τ̃M )), and since this amounts

to pull-back
∧3n
i=1 Pi(Γ)∗(ω) by the orientation-preserving diffeomorphism ψ(g) acting on I×BM×SV ,

it does not change the integrals. Therefore,

zn(τM ) − zn(ψ(G) ◦ τM ) = zn(τ̃M ) − zn(ψ(G) ◦ τ̃M )

and we are done. �

The above lemma allows us to define

z′n(G) = zn(ψ(G) ◦ τM ) − zn(τM )

for any G : M \∞ −→ GL+(R3) that maps (M \∞) \BM (1) to 1.

Lemma 2.30 If G maps the complement of a ball B3 to the identity, and if G is homotopic to ρ on

the quotient of this 3-ball by its boundary, then

z′n(G) = δn.

Proof: Indeed, in this case, there exists a two-form ω on [0, 1]×BM×S2 that coincides with p∗S2(ωS2)

near {1} × BM × S2 and [0, 1] × (BM \ B3) × S2 and that coincides with (pS2 ◦ ψ(ρ̃)−1)∗(ωS2) near

{0} ×B3 × S2 where ρ̃ denotes the restriction of G to B3 that is homotopic to ρ. Then

zn(τM ) − zn(ψ(G)−1 ◦ τM ) =
∑

Γ∈En

∫

[0,1]×B3×SV (R3)

3n
∧

i=1

Pi(Γ)∗(ω)[Γ]

since the forms vanish on [0, 1] × (BM \B3) × SV . Now, view the bundle E1 of Subsection 1.6 as

E1
∼= B4 × R3 ∪(∂B4=S3=B3∪S2−B3)×S2 −B4 × R3

where (x, y) of the first copy ∂B4×R3 is identified with (x, y) of the second copy if x is in (−B3), and

with ψ(ρ̃)(x, y) otherwise. Then ω can be extended by p∗S2(ωS2) outside [0, 1]× (B3)×S2 ⊂ −B4 ×S2

on S2(E1). The integrals over SV
(

E1 \ p−1
(

([0, 1] ×B3) ⊂ −B4
))

are zero. Therefore,

zn(τM ) − zn(ψ(G)−1 ◦ τM ) =
∑

Γ∈En

∫

SV (E1)

3n
∧

i=1

Pi(Γ)∗(ω)[Γ] = δn.

Now, ω represents the Thom class of E1, and we conclude with the help of Lemma 2.29. �

2.7 More on trivialisations of 3-manifolds

Let us now recall some more standard facts about homotopy classes of orientation-respecting triviali-

sations of 3-manifolds.

Fix a trivialisation τM of T (M\∞) that is standard near ∞. Any other such will read ψ(G)◦τM for

a unique G : ((M \∞),M \(∞∪BM(1))) −→ (GL+(R3), 1), with the notation of Proposition 1.8. Then

(G 7→ ψ(G) ◦ τM ) induces a (non-canonical) bijection between the homotopy classes of trivialisations

of T (M \∞) that are standard near ∞, and the homotopy classes of maps from (M,M \ BM (1)) to
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(GL+(R3), 1). This latter set is denoted by [(M,M \ BM (1)), (GL+(R3), 1)]. It canonically coincides

with [(M,M \BM (1)), (SO(3), 1)].

Let Γ be a topological group, and let X be a topological space. Define the product of two maps

f and g from X to Γ as
fg : X −→ Γ

x 7→ f(x)g(x).

This product induces a group structure on the set [X,Γ] of homotopy classes of maps from X to Γ.

When X = M , this product induces a group structure on [(M,M \BM (1)), (GL+(R3), 1)]. Recall the

easy lemma.

Lemma 2.31 The usual product of πn(Γ) coincides with the product induced by the multiplication in

Γ (defined above with X = Sn).

�

Let GM (ρ) : M −→ SO(3) be a map that sends the complement of a ball B3 ⊂ BM (1) to the

identity, and that is homotopic to ρ on the quotient of this 3-ball by its boundary. Note that all such

maps induce the same element [GM (ρ)] in [(M,M \BM (1)), (GL+(R3), 1)].

The elements of [(M,M \BM (1)), (SO(3), 1)] have a well-defined degree that is the degree of one

of their representative from M to SO(3).

Lemma 2.32 Let M be a closed oriented 3-manifold.

1. Any map G from (M,M \BM (1)) to (SO(3), 1), such that

π1(G) : π1(M) −→ π1(SO(3)) ∼= Z/2Z

is trivial, belongs to the subgroup < [GM (ρ)] > of [(M,M \ BM (1)), (SO(3), 1)] generated by

[GM (ρ)].

2. For any [G] ∈ [(M,M \BM (1)), (SO(3), 1)],

[G]2 ∈< [GM (ρ)] > .

3. The group [(M,M \BM (1)), (SO(3), 1)] is abelian.

4. The degree is a group homomorphism from [(M,M \BM (1)), (SO(3), 1)] to Z.

5. The morphism

deg
2 : [(M,M \BM (1)), (SO(3), 1)] ⊗Z Q −→ Q[GM (ρ)]

[g] ⊗ 1 7→ deg(g)
2 [GM (ρ)]

is an isomorphism.

Proof: Assume that π1(G) is trivial. Choose a cell decomposition of BM with respect to its boundary

with no zero-cell, only one three-cell, one-cells and two-cells. Then after a homotopy, we may assume

that G maps the one-skeleton of BM to 1. Next, since π2(SO(3)) = 0, we may assume that G maps the

two-skeleton of BM to 1, and therefore that G maps the exterior of some 3-ball to 1. Now G becomes

a map from B3/∂B3 = S3 to SO(3), and its homotopy class is k[ρ] in π3(SO(3)) = Z[ρ], where (2k)

is the degree of the map G from S3 to SO(3). Therefore G is homotopic to GM (ρ)k, and this proves

the first assertion.
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Since π1(G
2) = 2π1(G) is trivial, the second assertion follows.

For the third assertion, first note that [GM (ρ)] belongs to the center of [(M,M\BM (1)), (SO(3), 1)]

because it can be supported in a small ball disjoint from the support (preimage of SO(3) \ {1}) of a

representative of any other element. Therefore, according to the second assertion any square will be

in the center. Furthermore, since any commutator induces the trivial map on π1(M), any commutator

is in < [GM (ρ)] >. In particular, if f and g are elements of [(M,M \BM (1)), (SO(3), 1)],

(gf)2 = (fg)2 = (f−1f2g2f)(f−1g−1fg)

where the first factor equals f 2g2 = g2f2. Exchanging f and g yields f−1g−1fg = g−1f−1gf . Then

the commutator that is a power of [GM (ρ)] has a vanishing square, and thus a vanishing degree. Then

it must be trivial.

For the fourth assertion, it is easy to see that deg(fg) = deg(f) + deg(g) when f or g is a power

of [GM (ρ)], and that deg(fk) = kdeg(f) for any f . In general, deg(fg) = 1
2deg((fg)2) = 1

2deg(f2g2) =
1
2

(

deg(f2) + deg(g2)
)

, and the fourth assertion is proved.

In particular,

deg
2 : [(M,M \BM (1)), (SO(3), 1)] ⊗Z Q −→ Q[GM (ρ)]

[g] ⊗ 1 7→ deg(g)
2 [GM (ρ)]

is an isomorphism, and the last assertion follows, too. �

Lemma 2.33 The map z′n from [(M,M \BM (1)), (SO(3), 1)] to An(∅) is a group homomorphism.

Proof: According to Lemma 2.29, z′n(fg) = zn(ψ(f)ψ(g)τM )−zn(ψ(g)τM )+zn(ψ(g)τM )−zn(τM ) =

z′n(f) + z′n(g). �

This lemma, together with Lemma 2.30 that asserts that z ′n(GM (ρ)) = δn and Lemma 2.32,

concludes the proof of Proposition 2.11. �

2.8 Proof of Proposition 1.8

Recall that the first Pontryagin class p1(W ) of a closed oriented 4-manifold W is the obstruction

to trivialise the complexification of its tangent bundle. It is defined like in Subsection 1.5. See also

[MS]. According to [MS, Example 15.6], p1(CP
2) = 3. We shall use the following Rohlin theorem that

compares the two cobordism invariants of closed 4-manifolds.

Theorem 2.34 (Rohlin) When W is a closed oriented 4-manifold,

p1(W ) = 3signature(W).

Lemma 2.35 Let M be a Q-sphere. Let τM be a trivialisation of T (M \ ∞) that is trivial near ∞.

Let W and W ′ be two cobordisms between B3(3) and BM . Then

p1(W ; τ(τM )) − p1(W
′; τ(τM )) = 3 (signature(W ) − signature(W ′)) .

Proof: Let N(∂W ) be a regular neighborhood of ∂W in W , or in W ′. Let τ be a trivialisation of

TW ⊗ C defined in N(∂W ). Set W̃ = W \ Int(N(∂W )), and W̃ ′ = W ′ \ Int(N(∂W )). Then

p1(W ; τ) − p1(W
′; τ) = p1(W̃ ; τ) − p1(W̃

′; τ)
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does not depend on the trivialisation τ and equals p1(W̃ ∪∂W̃ −W̃ ′). According to Rohlins’s theorem,

this is 3 signature(W̃ ∪∂W̃ −W̃ ′), where W̃ ∪∂W̃ −W̃ ′ is homeomorphic to W ∪∂W (−W ′) and ∂W is

homeomorphic to M .

Since M is a Q-sphere, the Mayer-Vietoris sequence makes clear that

H2(W ∪M (−W ′); R) = H2(W ; R) ⊕H2(W
′; R),

and it is easy to see that

signature(W ∪M (−W ′)) = signature(W ) − signature(W ′),

and to conclude. �
In particular, the definition of p1 does not depend on the chosen 4-cobordism W with signature

0. It is clear that p1(τM ) only depends on the homotopy class of τM . Proposition 1.8 is now the direct

consequence of Lemmas 2.38, 2.39 and 2.40 below.

Let K = R or C. Let n ∈ N. The stabilisation maps induced by the inclusions

i : GL(Kn) −→ GL(K ⊕Kn)
g 7→ (i(g) : (x, y) 7→ (x, g(y))

will be denoted by i. The K (euclidean or hermitian) oriented vector space with the direct orthonormal

basis (v1, . . . , vn) will be denoted by K < v1, . . . , vn >. The inclusions SO(n) ⊂ SU(n) will be denoted

by c. The projection from SO(R4 = R < 1, i, j, k >) to S3 that maps g to g(1) is denoted by p. In

particular, the long exact sequence associated to the fibration SO(3) ↪→ SO(4)
p−−−−→S3 gives rise to

the exact sequence

π3(SO(3)) = Z[ρ]
i∗−−−−→π3(SO(4))

p∗−−−−→π3(S
3) = Z[Id] −→ {0}

Let mr denote the map from S3 = S(H) to SO(R4 = H) be induced by the right-multiplication. When

v ∈ S3 and x ∈ H, mr(v)(x) = x.v. Define a section σ of p∗, by setting

σ([Id]) = [mr].

In particular, π3(SO(4)) is generated by i∗([ρ]) and [mr].

Let mC
r denote the homeomorphism from S3 = S(H) to SU(C2 = C < 1, j >= H) be induced

by the right-multiplication. When v ∈ S3 and x ∈ H, mC
r (v)(x) = x.v.

mC

r (z1 + z2j) =

[

z1 −z2

z2 z1

]

.

π3(SU(2)) = Z[mC

r ]

Finally recall that in∗ : π3(SU(2)) −→ π3(SU(n + 2)) is an isomorphism for any natural number n,

and in particular, that

π3(SU(4)) = Z[i2(mC

r )].

The following lemma determines the map

c∗ : π3(SO(4)) −→ π3(SU(4)).

Lemma 2.36

c∗([mr]) = 2[i2(mC

r )].

c∗(i∗([ρ])) = −4[i2(mC

r )].

π3(SO(4)) = Z[mr] ⊕ Zi∗([ρ]).
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Proof: Let m` denote the map from S3 = S(H) to SO(R4 = H) induced by the left-multiplication.

When v ∈ S3 and x ∈ H, m`(v)(x) = v.x. Let mr = m−1
r . When v ∈ S3 and x ∈ H, mr(v)(x) = x.v.

Then in π3(SO(4)),

i∗([ρ]) = [m`] + [mr] = [m`] − [mr],

thanks to Lemma 2.31. Now, using the conjugacy of quaternions, m`(v)(x) = v.x = x.v = mr(v)(x).

Therefore m` is conjugated to mr via the conjugacy of quaternions that acts on R4 as a hyperplan

symmetry.

Now, observe that since U(4) is connected, the conjugacy by an element of U(4) induces the

identity on π3(SU(4)). Thus,

c∗([m`]) = c∗([mr]) = −c∗([mr]),

and

c∗(i∗([ρ])) = −2c∗([mr]).

Therefore, we are left with the proof of the following sublemma that implies that i∗ : π3(SO(3)) −→
π3(SO(4)) is injective and thus, that

π3(SO(4)) = Z[mr] ⊕ Zi∗([ρ]).

Sublemma 2.37

c∗([mr]) = 2[i2(mC

r )].

Proof: Let H + IH denote the complexification of R4 = H = R < 1, i, j, k >. Here, C = R ⊕ IR.

When x ∈ H and v ∈ S3, c(mr)(v)(Ix) = Ix.v, and I2 = −1. Let ε = ±1, define

C2(ε) = C <

√
2

2
(1 + εIi),

√
2

2
(j + εIk) > .

Consider the quotient C4/C2(ε). In this quotient, Ii = −ε1, Ik = −εj, and since I2 = −1, I1 = εi and

Ij = εk. Therefore this quotient is isomorphic to H as a real vector space with its complex structure

I = εi. Then it is easy to see that c(mr) maps C2(ε) to 0 in this quotient. Thus c(mr)(C
2(ε)) = C2(ε).

Now, observe that H+IH is the orthogonal sum of C2(1) and C2(−1). In particular, C2(ε) is isomorphic

to the quotient C4/C2(−ε) that is isomorphic to (H; I = −εi) and c(mr) acts on it by the right

multiplication. Therefore, with respect to the orthonormal basis
√

2
2 (1 − Ii, j − Ik, 1 + Ii, j + Ik),

c(mr) reads

c(mr)(z1 + z2j) =









z1 −z2 0 0
z2 z1 0 0
0 0 z1 = x1 − Iy1 −z2
0 0 z2 z1 = x1 + Iy1









Therefore, the homotopy class of c(mr) (invariant under conjugacy by an element of U(4)) is the sum

of the homotopy classes of

(z1 + z2j) 7→
[

mC
r 0

0 1

]

and (z1 + z2j) 7→
[

1 0
0 mC

r ◦ ι

]

where ι(z1 + z2j) = z1 + z2j. Since the first map is conjugate by a fixed element of SU(4) to i2∗(m
C
r ),

it is homotopic to i2∗(m
C
r ), and since ι induces the identity on π3(S

3), the second map is homotopic

to i2∗(m
C
r ), too. �
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Lemma 2.38 Consider g : (BM , ]1, 3]× S2) −→ (SO(3), 1) and

ψ(g) : BM × R3 −→ BM × R3

(x, y) 7→ (x, g(x)(y))

then (p1(ψ(g) ◦ τM ) − p1(τM )) is independent of τM .

Proof: Indeed, (p1(ψ(g) ◦ τM ) − p1(τM )) can be defined as the obstruction to extend the following

trivialisation of the tangent bundle of [0, 1] × BM restricted to the boundary. This trivialisation is

T [0, 1]⊕τM on ({0}×BM)∪([0, 1]×∂BM) and T [0, 1]⊕ψ(g)◦τM on {1}×BM . But this obstruction is

the obstruction to extend the map g̃ from ∂([0, 1]×BM ) to SO(4) that maps ({0}×BM )∪([0, 1]×∂BM )

to 1 and that coincides with i(g) on {1} × BM , viewed as a map from ∂([0, 1] × BM ) to SU(4), on

([0, 1] × BM ). This obstruction that lies in π3(SU(4)) since πi(SU(4)) = 0, for i < 3, is independent

of τM . �

Define p′1 : [(M,M \BM (1)), (SO(3), 1)] −→ Z by

p′1(g) = p1(ψ(g) ◦ τM ) − p1(τM ).

Lemma 2.39

p′1(g) = p1(ψ(g) ◦ τM ) − p1(τM ) = −2deg(g).

Proof: Lemma 2.38 guarantees that p′1 is a group homomorphism. According to Lemma 2.32, p′1
must read p′1(GM (ρ))

deg
2 . Thus, we are left with the proof that

p′1(GM (ρ)) = −4.

Let g = GM (ρ), we can extend g̃ (defined in the proof of Lemma 2.38) by the constant map with value

1 outside [ε, 1]×B3 ∼= B4 and, in π3(SU(4))

[c(g̃−1
|∂B4)] = −(p1(ψ(g) ◦ τM ) − p1(τM ))[i2(mC

r )].

Since g̃−1
|∂B4 is homotopic to i(ρ)−1, Lemma 2.36 allows us to conclude. �

Lemma 2.40 • If M is a given Z-sphere, then p1 defines a bijection from the set of homotopy

classes of trivialisations of M that are standard near ∞ to 4Z.

• For any Z-sphere M , for any trivialisation τM of M that is standard near ∞,

(p1(τM ) − dimension(H1(M ; Z/2Z))) ∈ 2Z.

Proof: Any closed oriented 3-manifold M bounds a 4-dimensional manifold W obtained from B4 =

[0, ε] × B3 by attaching b2(W ) two-handles with even self-intersection [Kap]. We are going to prove

the following sublemma.

Sublemma 2.41 There exists a trivialisation τM of T (M \∞) that is standard near ∞ such that

p1(W ; τ(τM )) ≡ 2b2(W ) mod 4.

Proof: For our W , there exists a Morse function that coincides with the projection onto [0, 1] near

the boundary where W looks like [0, 1]×B3 or [0, 1]×BM and whose only critical points are index two

critical points that correspond to the b2(W ) two-handles. Let X be the gradient field of this function

that is defined outside the critical points. Let B4 be a 4-ball of W that intersects ∂W along a 3-ball
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B3 ⊂M and that contains all the critical points. W \B4 is homotopy equivalent to W and is obtained

from a regular neighborhood of ({0}×B3)∪ (−[0, 1]×S2) by attaching two-handles. The obstruction

to extend the trivialisation X⊕τ 3
S of TW defined near ({0}×B3)∪(−[0, 1]×S2) to these handles is in

π1(SO(4)) = i∗(π1(SO(3))) = Z/2Z, it is the self-intersection of the handles mod 2, and it vanishes.

Therefore, the trivialisation X⊕τ 3
S of TW defined near ({0}×B3)∪(−[0, 1]×S2) extends to (W \B4)

as a trivialisation of the form X ⊕ τ . In particular, τ provides a trivialisation τM on BM \B3 that is

standard near ∞, and that can be extended to B3 since π2(SO(3)) = {0}. Now, X ⊕ τ is a frame on

∂B4 that is viewed as a map from ∂B4 to SO(4), and, in π3(SU(4))

[c∗(X ⊕ τ)] = −p1(W ; τ(τM ))[i2(mC

r )].

Note that p(X⊕ τ) = X and that [X ] = b2(W )[Id] in π3(S
3) = H3(S

3). Indeed, X defines a map from

the complement C in B4 of small balls centered at the critical points to S3. In C, ∂B4 is homologous

to the sum of the boundaries of these small balls. Therefore, when X∗ denotes the map from H3(C)

to H3(S
3) induced by X , [X ] = X∗[∂B4] is the sum of the degrees of X on the boundaries of the

small balls. Since X is obtained from the outward normal field by a multiplication by a matrix with

two negative eigenvalues on the boundaries of these small balls, the degree is one for all these critical

points, and we have proved that [X ] = b2(W )[Id]. Therefore,

(X ⊕ τ) ∈ (b2(W )mr ⊕ i∗(π3(SO(3)))) ⊂ π3(SO(4)),

and, according to Lemma 2.36,

[c∗(X ⊕ τ)] ∈ 2b2(W )Z[i2(mC

r )] + 4Z[i2(mC

r )],

This concludes the proof of the sublemma. �

Now, it follows from Lemma 2.35 that

p1(τM ) = p1(W ; τ(τM )) − 3 signature(W )
≡ 2b2(W ) − 3 signature(W ) mod 4.

Since M is a Q-sphere, (signature(W ) − b2(W )) ∈ 2Z, and therefore

p1(τM ) ≡ signature(W ) mod 4.

When M is a Z-sphere the intersection form of W is unimodular, therefore since the form is even the

signature of W is divisible by 8 (see [Se, Chap. V]), and p1(τM ) ∈ 4Z. Thus, by Lemmas 2.32 and

2.39, p1 maps the homotopy classes of trivialisations of M that are standard near ∞ onto 4Z. These

lemmas also show that p1 is bijective from the set of homotopy classes of trivialisations of M that are

standard near ∞ to 4Z.

Lemma 2.39 implies that for any pair (τM , τ
′
M ) of trivialisations of M that are standard near ∞,

(p1(τM ) − p1(τ
′
M )) is even. Now, since the intersection matrix of W mod 2 is a presentation matrix

for H1(M ; Z/2Z) and since it can be written as the orthogonal sum of matrices

[

0 1
1 0

]

and a null

matrix of dimension rank(H1(M ; Z/2Z)),

signature(W ) ≡ rank(H1(M ; Z/2Z)) mod 2

and we are done. This concludes the proof of Lemma 2.40 and the proof of Proposition 1.8. �
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2.9 Computation of ξ1

We use notation introduced in Subsection 1.6.

Proposition 2.42 The projective space CP 3 is homeomorphic to −S2(E1).

Lemma 2.43 The projective space CP 3 is an S2-bundle over S4.

Proof: Let H = C ⊕ Cj be the quaternionic field, and let HP 1 be the quotient of H2 \ 0 by the left

multiplication by (H∗ = H \ {0}).

HP 1 = S4 = {(h1 : 1);h1 ∈ H} ∪H∗ {(1 : h2);h2 ∈ H}.

where (h1 : 1) = (1 : h−1
1 ) when h1 6= 0. The complex projective space CP 3 is the quotient of

(C4 \ {0} = H2 \ 0) by the left multiplication by C∗ ⊂ H∗. The projection from H2 \ {0} to S4 factors

through CP 3 that becomes a bundle over S4 with fiber C∗ \ (H \ {0}) = CP 1 = S2. �

Lemma 2.44 Let P13 =





0 0 1
0 1 0
−1 0 0



 ∈ SO(3). Let

g3 : S3 −→ SO(3)
h1 7→ P13ρ(h1)

−1P−1
13

CP 3 = B4 × S2 ∪
∂B4×S2

ψ(g3)→ ∂(−B4)×S2
(−B4 × S2)

Proof: Let h1 ∈ H∗. The fiber of C4 \ {0} over (h1 : 1) is {(kh1, k); k ∈ H∗}. The fiber of C4 \ {0}
over (1 : h−1

1 ) is {(`, `h−1
1 ); ` ∈ H∗} with ` = kh1. Therefore,

CP 3 = B4 × CP 1 ∪ψ(γ3) (−B4 × CP 1)

where ψ(γ3)((h1; [k]) ∈ ∂B4 × CP 1) = (h1; γ3(h1)([k])) and γ3(h1)([k]) = [k.h1] in C∗ \ H∗ = CP 1,

with [k = z1 + z2j] = (z1 : z2). To express the action g3(h1) of γ3(h1) on

S2 = {(z ∈ C;h ∈ R); |z|2 + h2 = 1},

we will use the inverse diffeomorphisms

ξ : CP 1 −→ S2

(z1 : z2) 7→ ( 2z1z2
|z1|2+|z2|2 , h = |z2|2−|z1|2

|z1|2+|z2|2 )

ξ−1 : S2 −→ CP 1

(z;h) 7→ (z : 1 + h) if h 6= −1
(1 − h : z) if h 6= 1

and write

g3(h1) = ξ ◦ γ3(h1) ◦ ξ−1.

Let (z;h) ∈ S2, h 6= −1. Let h1 = z3 + z4j ∈ S3 ⊂ H.

(z + (1 + h)j)(z3 + z4j) = z′1 + z′2j

with z′1 = zz3 − (1 + h)z4, z
′
2 = zz4 + (1 + h)z3, and

|z′1|2 + |z′2|2 = |z|2 + (1 + h)2 = 2 + 2h.
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Then

g3(z3 + z4j)(z;h) = ξ(γ3(z3 + z4j)(z : 1 + h)) = ξ((z′1 : z′2)) = (z′;h′).

|z′2|2 = |z|2|z4|2 + (1 + h)2|z3|2 + (1 + h)(zz3z4 + zz3z4).

|z′2|2
1 + h

= 1 + h(|z3|2 − |z4|2) + (zz3z4 + zz3z4).

h′ =
2|z′2|2 − (|z′1|2 + |z′2|2)

|z′1|2 + |z′2|2
=

|z′2|2
1 + h

− 1 = h(|z3|2 − |z4|2) + (zz3z4 + zz3z4).

z′1z
′
2 = |z|2z3z4 − (1 + h)2z3z4 + (1 + h)z2

3z − (1 + h)z2
4z

z′ =
2z′1z

′
2

|z′1|2 + |z′2|2
=

z′1z
′
2

1 + h
= −2hz3z4 + z2

3z − z2
4z.

In particular, the map g3(z3 + z4j) from S2 to S2 extends as an element of GL(R3) still denoted by

g3(z3 + z4j) with the matrix

g3(z3 + z4j) =





Re(z2
3 − z2

4) Im(z2
4 − z2

3) −2Re(z3z4)
Im(z2

3 + z2
4) Re(z2

3 + z2
4) −2Im(z3z4)

2Re(z3z4) −2Im(z3z4) |z3|2 − |z4|2



 .

Let us now compute the matrix of the conjugacy

ρ(z3 + z4j) : v 7→ (z3 + z4j)v(z3 − z4j).

(z3 + z4j)i(z3 − z4j) = i(|z3|2 − |z4|2) − 2z3z4k

(z3 + z4j)j(z3 − z4j) = (z2
3 + z2

4)j + z3z4 − z4z3

(z3 + z4j)k(z3 − z4j) = i(z4z3 + z3z4) − z2
4k + z2

3k

ρ(z3 + z4j) =





|z3|2 − |z4|2 2Im(z3z4) 2Re(z3z4)
2Im(z3z4) Re(z2

3 + z2
4) Im(z2

4 − z2
3)

−2Re(z3z4) Im(z2
3 + z2

4) Re(z2
3 − z2

4)



 .

Therefore, g3(z3 + z4j) = P13ρ(z3 + z4j)
−1P13, and we are done. �

It is now easy to conclude the proof of Proposition 2.42. Since SO(3) is connected, the gluing

map of Lemma 2.44 is homotopic to (v 7→ ρ−1(v)). Now, to conclude define the orientation-reversing

diffeomorphism S from

CP 3 ∼= B4 × S2 ∪
∂B4×S2

ψ(ρ−1)→ ∂(−B4)×S2
(−B4 × S2)

to

S2(E1) = B4 × S2 ∪
∂B4×S2

ψ(ρ)→ ∂(−B4)×S2
(−B4 × S2)

by

S((x, v) ∈ B4 × S2 ⊂ CP 3) = (x, v) ∈ −B4 × S2 ⊂ S2(E1)

and

S((x, v) ∈ −B4 × S2 ⊂ CP 3) = (x, v) ∈ B4 × S2 ⊂ S2(E1).

�
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Proposition 2.45

ξ1 = − 1

12
[θ].

Proof: The only degree one Jacobi diagram is

θ = 1 2
b Bc

a

C

A
.

Orient its edges from 1 to 2, and orient V (θ) = {1, 2} with its natural order. Then the edge-orientation

of θ is given by the order (a,A, b, B, c, C) that is equivalent to the order (a, b, c, B,A,C) of the vertex-

orientation where the vertices of θ are oriented by the picture. Therefore,

ξ1 =
1

12

∫

S2(E1)

ω3
T [θ].

Recall that H2(S2(E1)) ∼= H2(CP 3) = Z[ωCP 3 ] where ωCP 3 is Poincaré dual to CP 2 and
∫

CP 1 ωCP 3 =

1. Since the orientation-reversing diffeomorphism S from CP 3 to S2(E1) restricts to an orientation-

preserving diffeomorphism from a fiber CP 1 of CP 3 to a fiber S2 of S2(E1),

∫

S(CP 1)

(S−1)∗(ωCP 3) = 1 =

∫

S(CP 1)

ωT .

Since H2(S2(E1)) ∼= Z, this shows that ωT = (S−1)∗(ωCP 3). Then

12ξ1 =

∫

S2(E1)

(S−1)∗(ωCP 3)3[θ] = −
∫

CP 3

ω3
CP 3 [θ] = −[θ].

�
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3 Compactifications of configuration spaces

In this section, we give a detailed description of the compactifications of the configuration spaces

mentioned in Subsection 2.2 and we prove all the statements of this subsection that is the introduction

to this section. These compactifications are similar to the Fulton and MacPherson compactifications

[FMcP] first used by Bott and Taubes in [BT]. Here, we use the Poirier approach [Po] to present them.

The used definitions and the used properties of blow-ups will be given in Subsection 3.2.

3.1 Topological definition of the compactifications

For any subset A of V , recall the restriction map

pA : C̆V (M) −→ C̆A(M).

Let MA(∞A) be the manifold obtained from MA by blowing-up ∞A = (∞,∞, . . . ,∞). When

]A = 1, set C(A;M) = MA(∞). When ]A > 1, define C(A;M) from MA(∞A) by blowing-up the

closure of the strict diagonal of (M\∞)A made of the constant maps from A to (M\∞). Proposition 3.5

asserts that C(A;M) inherits a canonical differentiable structure from the differentiable structure of

MA. Let ΠA : C(A;M) −→MA be the canonical projection.

Consider the embedding

ι =
∏

A⊆V,A6=∅
pA : C̆V (M) −→

∏

A⊆V,A6=∅
C(A;M)

and identify C̆V (M) with its image under ι. Define CV (M) as a topological space as the closure of

ι(C̆V (M)) in the compact space
∏

A⊆V,A6=∅C(A;M). Note that when ]V = 1, CV (M) is homeomorphic

to C1(M). We have the following lemma.

Lemma 3.1 Any c = (cA)A⊆V,A6=∅ ∈ CV (M), satisfies the following property (C1): The restriction

of ΠV (cV ) to A is equal to ΠA(cA).

Proof: Indeed, the set made of the configurations that satisfy (C1) for a given A is closed since it

is the preimage of the diagonal of (MA)2 under a continuous map. Furthermore, this set contains

C̆V (M). Therefore, it contains CV (M). �
Since we shall use the differentiable structure of the C(A;M) to define the structure of CV (M).

We first study the former one in detail.

3.2 Differentiable structure on a blow-up

Definition 3.2 A dilation is a homothety with ratio in ]0,∞[.

In general, when V is a vector space SV = S(V ) = V \{0}
]0,∞[ denotes the quotient of (V \ {0}) by

the action of ]0,∞[ that always operates by scalar multiplication. Recall that the unit normal bundle

SNX(Z) of a submanifold Z in a smooth manifold X is a bundle over Z whose fiber over (z ∈ Z) is

S(TzXTzZ
).

Definition 3.3 As a set, the blow-up of X along Z is

X(Z) = (X \ Z) ∪ SNX(Z).

It is equipped with a canonical projection from X(Z) to X that is the identity outside SNX(Z) and

that is the bundle projection from SNX(Z) to Z on SNX(Z). The following proposition defines the

canonical smooth structure of a blow-up.
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Proposition 3.4 Let Z be a C∞ submanifold of a C∞ manifold X that is transverse to the possible

boundary ∂X of X. The blow-up X(Z) has a unique smooth structure of a manifold with corners such

that

1. the canonical projection from X(Z) to X is smooth and restricts to a diffeomorphism from X \Z
to its image in X,

2. any smooth diffeomorphism φ : [0,∞[c×Rn −→ X from [0,∞[c×Rn to an open subset φ([0,∞[c×Rn)

in X whose image intersects Z exactly along φ([0,∞[c×Rd−c × 0), for natural integers c, d, k

with c ≤ d, provides a smooth embedding

([0,∞[c×Rd−c) × [0,∞[×Sn+c−d−1 φ̃−−−−→ X(Z)
(x, λ ∈]0,∞[, v) 7→ φ(x, λv)
(x, 0, v) 7→ Dφ(x, 0)(v) ∈ SNX(Z)

with open image in X(Z).

Proof: We use local diffeomorphisms of the form φ̃ and charts on X \Z to build an atlas for X(Z).

These charts are obviously compatible over X \ Z, and we need to check compatibility for charts φ̃

and ψ̃ induced by embeddings φ and ψ as in the statement. For these, transition maps read:

(x, λ, u) 7→ (x̃, λ̃, ũ)

where

x̃ = p1 ◦ ψ−1 ◦ φ(x, λu)

λ̃ =‖ p2 ◦ ψ−1 ◦ φ(x, λu) ‖

ũ =







p2◦ψ−1◦φ(x,λu)

λ̃
if λ 6= 0

D(p2◦ψ−1◦φ(x,0))(u)dt

‖D(p2◦ψ−1◦φ(x,0))(u)dt‖ if λ = 0

In order to check that this is smooth, write

p2 ◦ ψ−1 ◦ φ(x, λu) = λ

∫ 1

0

D
(

p2 ◦ ψ−1 ◦ φ(x, tλu)
)

(u)dt

where the integral does not vanish when λ is small enough.

More precisely, assuming c = 0 for simplicity in the notation, since the restriction to Sn−d−1 of

D
(

p2 ◦ ψ−1 ◦ φ(x, 0)
)

is an injection, for any u0 ∈ Sn−d−1, there exists a neighborhood of (0, u0) in

[0,∞[×Sn−d−1 such that for any (λ, u) in this neighborhood, we have the following condition about

the scalar product

〈D
(

p2 ◦ ψ−1 ◦ φ(x, λu)
)

(u), D
(

p2 ◦ ψ−1 ◦ φ(x, 0)
)

(u)〉 > 0.

Therefore, there exists ε > 0 such that for any λ ∈ [0, ε[, and for any u ∈ Sn−d−1,

〈D
(

p2 ◦ ψ−1 ◦ φ(x, λu)
)

(u), D
(

p2 ◦ ψ−1 ◦ φ(x, 0)
)

(u)〉 > 0.

Then

λ̃ = λ ‖
∫ 1

0

D
(

p2 ◦ ψ−1 ◦ φ(x, tλu)
)

(u)dt ‖

is a smooth function (defined even when λ ≤ 0) and

ũ =

∫ 1

0
D
(

p2 ◦ ψ−1 ◦ φ(x, tλu)
)

(u)dt

‖
∫ 1

0 D (p2 ◦ ψ−1 ◦ φ(x, tλu)) (u)dt ‖
is smooth, too. �
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Proposition 3.5 Let Y be a C∞ submanifold of a C∞ manifold X without boundary, and let Z be a

C∞ submanifold of Y .

1. The boundary ∂X(Z) of X(Z) is canonically diffeomorphic to SNX(Z).

2. The closure Y of (Y \ Z) in X(Z) is a submanifold of X(Z) that intersects ∂X(Z) as the unit

normal bundle SNY (Z) of Z in Y .

3. The blow-up X(Z)(Y ) of X(Z) along Y has a canonical differential structure of a manifold with

corners, and the preimage of Y ⊂ X(Z) in X(Z)(Y ) under the canonical projection

X(Z)(Y ) −→ X(Z)

is a fibered space over Y with fiber the spherical normal bundle of Y in X pulled back by (Y −→
Y ).

Proof:

1. The first assertion is easy to observe from the charts in Proposition 3.4.

2. Now, it is always possible to choose a chart φ as above such that furthermore the image of φ

intersects Y exactly along φ(Rk × 0), k > d. Then, let us look at the induced chart φ̃ of X(Z)

near a point of ∂X(Z).

The intersection of (Y \ Z) with the image of φ̃ is φ̃
(

Rd×]0,∞[×(Sk−d−1 ⊂ Sn−d−1)
)

. Thus,

the closure of (Y \ Z) intersects the image of φ̃ as

φ̃
(

Rd × [0,∞[×(Sk−d−1 ⊂ Sn−d−1)
)

.

3. Together with the above mentioned charts of Y , the smooth injective map

Sk−d−1 × Rn−k −→ Sn−d−1

(u, y) 7→ (u, y)

‖ (u, y) ‖
identifies Rn−k with the fibers of the normal bundle of Y in X(Z). The blow-up process will

therefore replace Y by the quotient of the corresponding (Rn−k \ {0})-bundle by ]0,∞[ which is

of course the pull-back under the natural projection (Y −→ Y ) of the spherical normal bundle

of Y in X .

�

Proof of Lemma 1.1: According to Proposition 3.4, near the diagonal of R3, we have a chart of

C2(S
3)

ψ : R3 × [0,∞[×S2 −→ C2(S
3)

that maps (x ∈ R3, λ ∈]0,∞[, y ∈ S2) to (x, x+λy) ∈ (R3)2. Here, pS3 extends as the projection onto

the S2 factor.

Consider the embedding

φ∞ : R3 −→ S3

µ(x ∈ S2) 7→
{ ∞ if µ = 0

1
µx otherwise.
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This chart identifies S(T∞S3) to S(R3). When µ 6= 0,

pS3(φ∞(µx), y ∈ R3) =
µy − x

‖ µy − x ‖ .

Then pS3 can be smoothly extended on S(T∞S3) × R3 by

pS3(Dφ∞(x) ∈ S(T∞S
3), y ∈ R3) = −x.

Similarly, set

pS3(x ∈ R3, Dφ∞(y ∈ S(R3)) ∈ S(T∞S
3)) = y.

Now, when

(x, y) ∈
(

S((R3)2) \ S(diag((R3)2))
(Dφ∞)2∼= S((T∞S

3)2) \ S(diag((T∞S
3)2))

)

,

and when x and y are not equal to zero,

pS3(φ∞(λx), φ∞(λy)) =

y
‖y‖2 − x

‖x‖2

‖ y
‖y‖2 − x

‖x‖2 ‖ =
‖ x ‖2 y− ‖ y ‖2 x

‖‖ x ‖2 y− ‖ y ‖2 x ‖ .

Therefore, pS3 smoothly extends on M2(∞,∞) outside the boundaries of ∞ × C1(M), C1(M) ×∞
and diag(C1(M)) as

pS3((Dφ∞)2((x, y) ∈ S5)) =
‖ x ‖2 y− ‖ y ‖2 x

‖‖ x ‖2 y− ‖ y ‖2 x ‖ .

Let us check that pS3 smoothly extends over the boundary of the diagonal of C1(M). There is a chart

of C2(M) near the preimage of this boundary in C2(M)

ψ2 : [0,∞[×[0,∞[×S2 × S2 −→ C2(S
3)

that maps (λ ∈]0,∞[, µ ∈]0,∞[, x ∈ S2, y ∈ S2) to (φ∞(λx), φ∞(λ(x + µy))) where pS3 reads

(λ, µ, x, y) 7→ y − 2〈x, y〉x − µx

‖ y − 2〈x, y〉x − µx ‖ ,

and therefore smoothly extends when µ = 0. We similarly check that pS3 smoothly extends over the

boundaries of (∞× C1(M)) and (C1(M) ×∞). �

3.3 The differentiable structure of C(A;M)

Recall that MA(∞A) is the manifold obtained from MA by blowing-up ∞A = (∞,∞, . . . ,∞). As a

set, MA(∞A) is the union of MA \∞A with the spherical tangent bundle S
(

(T∞M)A
)

of MA at ∞A.

Let diag((M \∞)A) denote the closure in MA(∞A) of the strict diagonal of (M \∞)A made of the

constant maps. The boundary of diag((M \∞)A) is the strict diagonal of (T∞M \ 0)A up to dilation.

This allows us to see all the elements of diag((M \∞)A) as constant maps from A to C1(M), and

provides a canonical diffeomorphism p1 : diag((M \∞)A) −→ C1(M).

Now, C(A;M) is obtained fromMA(∞A) by blowing-up diag((M \∞)A). Thus, as a set, C(A;M)

is the union of

• the set of non constant maps from A to M ,

• the space
(T∞M)A\diag((T∞M)A)

]0,∞[ , and,
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• the bundle over diag((M \∞)A) = C1(M) whose fiber at a constant map with value x ∈ C1(M)

is

S

(

TΠ1(x)M
A

diag((TΠ1(x)M)A)

)

Note that (
TΠ1(x)M

A

diag((TΠ1(x)M)A)
\ 0) may be identified with ((TΠ1(x)M)A\b \ 0) for any b ∈ A through

[(va)a∈A] 7→ (va − vb)a∈(A\b).

Recall that for A ⊂ V , ΠA : C(A;M) −→MA denotes the canonical projection. When V is a euclidean

vector space, S(V ) is simply the unit sphere of V .

Example 3.6 Charts near Π−1
A (diag((M \∞)A)).

Let

φ : R3 −→M \∞

be a smooth embedding that is a chart of M near φ(0) = x. Let A be a finite set of cardinality ]A ≥ 2.

Let b ∈ A. Let us construct an explicit chart ψ(A;φ; b) of C(A;M) near a point of Π−1
A (xA) where xA

denotes the constant map of MA with value x.

We have the chart

ψ̃(A;φ; b) : R3 × (R3)(A\b) −→ MA

(y, (yc)c∈A\b) 7→
(

c 7→
{

φ(y) if c = b
φ(y + yc) if (c ∈ A \ b)

)

of submanifold for the strict diagonal, and this induces the chart

R3 × [0,∞[×S((R3)(A\b))
ψ(A;φ; b)−−−−−−→ C(A;M)

(y, λ ∈]0,∞[, (yc)c∈(A\b)) 7→
(

c 7→
{

φ(y) if c = b
φ(y + λyc) if (c ∈ A \ b)

)

(y, 0, (yc)c∈(A\b)) 7→ (Dφ(y)(yc))c∈(A\b) ∈ S
(

(Tφ(y)M)A

diag((Tφ(y)M)A)

)

for C(A;M) in Π−1
A (φ(R3)A).

Let S
(

T (M\∞)A

diag(T (M\∞)A)

)

denote the total space of the fibration over (M \ ∞) whose fiber over x ∈
(M \∞) is S

(

TxM
A

diag(TxMA)

)

. Let

Πd : Π−1
A (diag(M \∞)A) −→ S

(

T (M \∞)A

diag(T (M \∞)A)

)

,

denote the canonical projection. An element in the target of Πd(Π
−1
A (xA)) will be seen as a non-

constant map from A to TxM up to translation and up to dilation.

Lemma 3.7 Any c = (cA)A⊆V,A6=∅ ∈ CV (M), satisfies the following property (C2): For any two

subsets A and B of V such that the cardinality of A is greater than 1 and A ⊂ B, if cB ∈ Π−1
B (diag(M \

∞)B), then the restriction to A of Πd(cB) is a (possibly null) positive multiple of Πd(cA).

Proof: Choose a basepoint b ∈ A for A and B. Consider the projection ΠAB of
∏

C⊆V,C 6=∅C(C;M)

onto C(A;M) × C(B;M) in a neighborhood of some c such that xB = ΠB(cB) and xA = ΠA(cA),

with x ∈M \∞. Then

(ψ(A;φ; b)−1 × ψ(B;φ; b)−1) ◦ ΠAB
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map the elements of C̆V (M) to elements of the form (y, λA, uA, y, λB , uB) where y ∈ R3, λA, λB ∈
]0,+∞[, uA ∈ (R3)A\b, uB ∈ (R3)B\b, ‖ uA ‖=‖ uB ‖= 1 and,

λBp(uB) = λAuA

where p is the natural projection (or restriction) from (R3)B\b to (R3)A\b. In particular, p(uB) and uA

are colinear in (R3)A\b, and their scalar product is ≥ 0. These two conditions define a closed subset of
(

(R3)A\b)2. Therefore, they must be satisfied in the image of the closure CV (M). Since they read as

stated when cB ∈ Π−1
B (diag(M \ ∞)B) , that is when λB = 0, (and hence λA = 0, too) we are done.

�

Let

Π∞ : Π−1
A (∞A) −→ S

(

(T∞M)A
)

⊂MA(∞A)

denote the canonical projection.

An element in the target of Π∞ will be seen as a non-zero map from A to T∞M up to dilation.

Example 3.8 Charts of MA(∞A) near Π−1
A (∞A).

Let

φ∞ : R3 −→M

be a smooth embedding such that φ∞(0) = ∞. Then the composition

]0,∞[×S((R3)A)
multiplication−−−−−−−−−−→(R3)A

(φ∞)A−−−−→MA

induces the chart

ψ(A;φ∞) : [0,∞[×S((R3)A) −→ MA(∞A)
(λ, u) 7→ φ∞ ◦ λu when λ 6= 0.

Here, u is seen as a map from A to R3.

Note that Π∞(ψ(A;φ∞)(0, u)) = D0φ∞ ◦ u.

Lemma 3.9 Any c = (cA)A⊆V,A6=∅ ∈ CV (M), satisfies the following property (C3): For any two non-

empty subsets A and B of V such that A ⊂ B, if cB ∈ Π−1
B (∞B), then the restriction to A of Π∞(cB)

is a (possibly null) positive multiple of Π∞(cA).

Proof: This can be proved along the same lines as Lemma 3.7 using the chart of Example 3.8, and

this is left to the reader. �

Example 3.10 Charts of C(A;M) near the intersection of Π−1
A (∞A) and the closure of the

strict diagonal of (M \∞)A.

Use the notation of the previous example 3.8. Let b ∈ A. Assume ]A > 1. From ψ̃(A;φ∞; b)

]0,∞[×S
(

R3 × (R3)(A\b)) −→ MA

(λ; y, (yc)c∈(A\b)) 7→
(

c 7→
{

φ∞( λ√
]A
y) if c = b

φ∞(λ( 1√
]A
y + yc)) if c 6= b

)

we get a chart

ψ(A;φ∞; b) : [0,∞[×S2 × [0,∞[×S
(

(R3)(A\b)
)

−→ C(A;M)

with the property that

ΠA(ψ(A;φ∞; b)(λ, u, µ, v)) = φ∞ ◦ λ
(

(
1√
]A
u)A + µv

)
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as a map from A to M , where v(b) = 0. In particular

Π−1
A (∞A) ∩ Im (ψ(A;φ∞; b)) = ψ(A;φ∞; b)

(

{0} × S2 × [0,∞[×S
(

(R3)(A\b)
))

,

and
Π∞ : Π−1

A (∞A) ∩ Im (ψ(A;φ∞; b)) −→ S
(

(T∞M)A
)

⊂MA(∞A)
ψ(A;φ∞; b)(0, u, µ, v) 7→ D0φ∞ ◦ ( 1√

]A
uA + µv)

where uA stands for the constant map with value u.

The boundary Π−1
∞ (diag(T∞M)A) of diag((M \∞)A) is ψ(A;φ∞; b)({0}× S2 ×{0}×S

(

(R3)(A\b))).

The projection p1 of ψ(A;φ∞; b)(0, u, 0, v) onto the boundary of C1(M) is D0φ∞(u) ∈ S(T∞(M)).

Let

Π∞,d : Π−1
∞ (diag(T∞M)A)) −→ S

(

T∞MA

diag(T∞M)A

)

denote the canonical map. Note that it reads

ψ(A;φ∞; b)(0, u, 0, v) 7→ D0φ∞ ◦ v

in the above charts.

Lemma 3.11 Any c = (cA)A⊆V,A6=∅ ∈ CV (M), satisfies the following property (C4): For any two

subsets A and B of V such that the cardinality of A is greater than 1 and A ⊂ B, if cB ∈ Π−1
B (∞B),

and if Π∞(cB) is a constant map (or is diagonal) then the restriction to A of Π∞,d(cB) is a (possibly

null) positive multiple of Π∞,d(cA).

Proof: Again, this can be seen on the charts given in the previous example. Consider the projection

ΠAB of
∏

C⊆V,C 6=∅C(C;M) onto C(A;M) × C(B;M) in a neighborhood of some c such that ∞B =

ΠB(cB), Π∞(cB) is constant, ∞A = ΠB(cA) and Π∞(cA) is constant. Then

(ψ(A;φ∞; b)−1 × ψ(B;φ∞; b)−1) ◦ ΠAB

maps the elements of C̆V (M) to elements of the form

(λA, uA, µA, vA, λB , uB, µB , vB)

where λA, λB , µA, µB ∈]0,+∞[, uA, uB ∈ S2, vA ∈ S((R3)A\b), vB ∈ S((R3)B\b), and,

λB√
]B

uB =
λA√
]A
uA

λBµBp(vB) = λAµAvA

where p is the natural projection (or restriction) from (R3)B\b to (R3)A\b. Now, it is easy to conclude

as before. �

3.4 Sketch of construction of the differentiable structure of CV (M)

In this subsection, we sketch the construction of the differentiable structure of CV (M) and we reduce

the proofs of Propositions 2.5, 2.6, 2.7, 2.8 to the proofs of Lemmas 3.16, 3.18 and Proposition 3.13

stated below.
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We shall use the notation A ⊆ B (resp. A ⊂ B) to say that A is a subset (resp. strict subset) of

B. Define C̃V (M) to be the set of the elements c = (cA)A⊆V,A6=∅ of

∏

A⊆V,A6=∅
C(A;M)

that satisfy the properties (C1), (C2), (C3) (C4), of Lemmas 3.1, 3.7, 3.9 and 3.11. These lemmas

ensure that CV (M) is a subset of C̃V (M).

An element of C̃V (M) is a map (ΠV (cV ) ∈ MV ) from V to M with additional data that allow

us to see

• the restricted configurations corresponding to a multiple point x 6= ∞ at any scale A ⊆
ΠV (cV )−1(x) as a non-constant map Πd(cA) from A to TxM up to dilation and translation,

• the restricted configuration at a scale A ⊆ ΠV (cV )−1(∞) first as a non-zero map Π∞(cA) from

A to T∞M up to dilation, and, if this latter map is constant,

• with an additional zoom, the restricted configuration at a smaller scale as another independent

non-constant map Π∞,d(cA) from A to T∞M up to dilation and translation.

with respective compatibity conditions (C2), (C3), (C4). Therefore, elements of C̃V (M) will be called

limit configurations.

We are going to prove that CV (M) is equal to C̃V (M) and to construct a differentiable structure

for CV (M) by proving the following proposition.

Proposition 3.12 For any c0 ∈ C̃V (M), there exist

1. k ∈ N, and an open neighborhood O of 0 in [0,∞[k, (set [0,∞[0=]0,∞[0= {0} if k = 0)

2. an open neighborhood W of a point w0 in a smooth manifold W̃ without boundary,

3. an open neighborhood U of c0 in
∏

A⊆V,A6=∅C(A;M),

4. a smooth map ξ : O×W −→ U such that ξ(0;w0) = c0, ξ(O×W ) ⊂ C̃V (M), and ξ((O∩]0,∞[k)×
W ) = C̆V (M) ∩ ξ(O ×W ),

5. a smooth map r : U −→ Rk × W̃ such that

• r ◦ ξ is the identity of O ×W ,

• r(U ∩ C̃V (M)) ⊆ O ×W , and

• the restriction of ξ ◦ r to U ∩ C̃V (M) is the identity of U ∩ C̃V (M).

(This implies that ξ(O ×W ) = U ∩ C̃V (M).)

Proposition 3.12 easily implies that our ξ form an atlas for C̃V (M) that becomes a smooth

manifold with corners and that CV (M) = C̃V (M). Furthermore, with such an atlas, the inclusion

ι from CV (M) to
∏

A⊆V,A6=∅ C(A;M) will be smooth, and a map f from a smooth manifold X to

CV (M) will be smooth if and only if ι ◦ f is smooth.

When ]V = 1, we observe at once that C̃V (M) is diffeomorphic to C(V ;M). Therefore, our two

definitions of C1(M) coincide. We shall prove the following proposition in Subsection 3.7.
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Proposition 3.13 Let V = {1, 2}. Let C2(M) denote the manifold obtained from M 2(∞,∞) by

blowing up ∞ × C1(M), C1(M) × ∞ and diag(C1(M)) as in Subsection 1.1. Let CV (M) be the

compactification of C̆2(M) defined in this subsection. Then C2(M) is canonically diffeomorphic to

CV (M).

Lemma 3.14 Propositions 3.12 and 3.13 imply Proposition 2.5.

Proof: It is obvious from Proposition 3.12 that (C̆V (M) = ι(C̆V (M))) is the interior of CV (M).

On C̆V (M), for e = (a, b), pe is given by the projection on C(e;M) that determines the projections

on C({a};M) and C({b};M). These projections naturally extend from C̃V (M) to the closure of the

image of C̆V (M) in Ce(M), and they will be smooth because they come from the smooth projections

and because of the forms of our charts. �

Proposition 2.6 is easier to prove than Proposition 2.5 and could be proved before. Neverthe-

less, we shall focus on the proof of Proposition 2.5 and see Proposition 2.6 as a particular case of

Proposition 2.5 with the help of the following proposition 3.15.

Let 0V denote the constant map with value 0 in (R3)V , where R3 = S3 \ ∞. The preimage of

0V under the canonical projection ΠV : C(S3;V ) −→ (S3)V is the set of non-constant maps from

V to T0(R
3) up to dilation and translation. This allows us to see S̆V (R3) as an open submanifold of

Π−1
V (0V ). Furthermore, for a given element sV of S̆V (R3), there is a unique element of C̃V (S3) whose

projection on C(V ;M) is sV (by (C2) that determines its other projections). This allows us to see

S̆V (R3) as a subset of C̃V (S3). Set

SV (R3) = (ΠV ◦ pV )−1(0V ) ∩ C̃V (S3).

SV (R3) is a compact set that contains S̆V (R3). Proposition 2.6 now becomes the consequence of the

following proposition (together with Proposition 3.12) by a proof similar to the proof of Lemma 3.14

above.

Proposition 3.15 For any c0 ∈ C̃V (S3) such that ΠV ◦ pV (c0) = 0V , in Proposition 3.12, we have

1. k ≥ 1, W̃ = R3 × ˜̃W ,

2. SV (R3) ∩ U = ξ
(

O ×W ∩
(

{0} × [0,∞[k−1×{0} × ˜̃W
))

,

3. ξ
(

O ×W ∩
(

{0}×]0,∞[k−1×{0} × ˜̃W
))

= S̆V (R3) ∩ U .

Proposition 3.12 and Proposition 3.15 are a consequence of the two following lemmas.

Lemma 3.16 Proposition 3.12 and Proposition 3.15 are true when ΠV (c0V ) is a constant map of MV .

Lemma 3.17 (1) Lemma 3.16 implies Proposition 3.12.

(2) Assume Lemma 3.16 is true. Let (Ai)i=1,2,...,s be a partition of V into nonempty subsets

V =

s
∐

i=1

Ai.

Let φi : R3 −→M , for i = 1, . . . , s, be embeddings with disjoint images in M . Let UA be the following

open subset of C(A;M).

UA = {cA ∈ C(A;M); ΠA(cA)(A ∩ Ai) ⊆ φi(R
3)}
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and define

QV = C̃V (M) ∩
∏

∅⊂A⊆V
UA and QAi = C̃Ai(M) ∩

∏

∅⊂A⊆Ai
UA

Then the map (QV −→∏s
i=1QAi) induced by the restrictions is a diffeomorphism.

Proof of Lemma 3.17: (1) Let c0 = (c0A)A⊆V,A6=∅ ∈ C̃V (M). Consider the map ΠV (cV ) from V to

M and set

ΠV (cV )(V ) = {m1,m2, . . . ,ms}

and

Ai = ΠV (cV )−1(mi)

Choose embeddings φi : R3 −→ M , for i = 1, . . . , s, with disjoint images in M such that φi(0) = mi.

Let ci = c0|Ai = (c0A)A⊆Ai,A6=∅ ∈ C̃Ai(M) denote the restriction of c0 to Ai. According to Lemma 3.16,

we may find ki, Ui, Oi,Wi, w
0
i , ξi, ri satisfying the conclusions of Proposition 3.12 with (ci, Ai) instead

of (c0, V ), and after a possible reduction of Ui, Oi,Wi, we may assume that Ui ⊆
∏

A⊆Ai UA. Then,

set k =
∑s

i=1 ki, O =
∏s
i=1Oi, W =

∏s
i=1Wi, w

0 = (w0
i )i∈{1,...,s}.

U =

s
∏

i=1

Ui ×
∏

A⊆V ;∀i,A∩(A\Ai)6=∅
C(A;M)

Define ξ((v, w) = (v1, . . . , vs, w1, . . . , ws)) = (ξ(v, w)A)A⊆V ;A6=∅ by ξ(v, w)A = ξi(vi, wi)A if A ⊆ Ai

and ΠA(ξ(v, w)A)(a ∈ Ai) = ΠAi(ξ(v, w)Ai )(a). When A intersects all the (A \ Ai), ΠA(ξ(v, w)A)

is not constant. Since the restriction of ΠA to the preimage of the set of non-constant maps is a

diffeomorphism onto its image, ξ(v, w)A is smoothly well-determined for these A. Therefore ξ is well-

determined and smooth. Furthermore, ξ(v, w) satisfies (C1) by construction and ξ(v, w) satisfies the

other conditions (C2), (C3) and (C4) that are (thanks to (C1) and to the choice of the Ui) conditions

on some ξ(v, w)A and ξ(v, w)B for A ⊂ B ⊆ Ai. It is easy to see that ξ(0, w0) = c0, and ξ((O∩]0,∞[k)×
W ) ⊂ C̆V (M) since the elements of C̆V (M) are the elements c of C̃V (M) such that ΠV (cV ) ∈MV is

an injective map from V to (M \∞). We also easily see that

C̆V (M) ∩ ξ(O ×W ) ⊆ ξ((O∩]0,∞[k) ×W ).

When ri(ui ∈ Ui) = (r1i (ui) ∈ Rki ; r2i (ui) ∈ Wi), define

r((ui)i∈{1,...,s}; (cA)A⊆V ;∀i,A∩(A\Ai)6=∅)

= ((r1i (ui))i∈{1,...,s}; (r
2
i (ui))i∈{1,...,s}).

Now, it is easy to see that Lemma 3.16 implies Proposition 3.12. The second part (2) of the lemma

follows from the above proof. �

Assume that Proposition 3.12 is true and come back to the faces defined in Subsection 2.2.

First recall that F (∞;V ) = Si(T∞MV ) ⊆ S((T∞M)V ) embeds in C(V ;M). This embedding is

smooth and canonical. Furthermore, by (C1) and (C3), there is a unique map of F (∞;V ) into CV (M)

whose composition with the projection on C(V ;M) is the above embedding. Since the restrictions are

smooth from C(V ;M) ∩ Si(T∞MV ) to the C(A;M) for A ⊂ V , the charts of Proposition 3.12 for

CV (M) = C̃V (M) make clear that F (∞;V ) smoothly injects into CV (M). Lemma 3.17 allows us

to conclude that for any non-empty subset B of V , F (∞;B) injects into CV (M), smoothly and

canonically. It is easy to see that the projections pe associated to pairs of elements of V restrict to the

image of F (∞;B) as described in Subsection 2.2. The reader can similarly check that, for any subset
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B of V with (]B ≥ 2), F (B) smoothly and canonically injects into CV (M) and that the restrictions

of the pe to the images of the F (B) are described in Subsection 2.2. Obviously, the images of the

F ∈ ∂1(CV (M)) are disjoint.

Let us inject (f(B) = f(B)(R3)) into SV (R3) where B is a strict subset of V , ]B ≥ 2. Identify

S̆{b}∪(V \B)(R
3) with a subspace of S

(

(R3)V

diag((R3)V )

)

made of maps that are constant on B, by setting

c(B) = c(b). In particular, S̆{b}∪(V \B)(R
3) smoothly embeds into C(V ;S3) ∩ Π−1

V (0V ). When A is a

non-empty subset of V that is not a subset of B, S̆{b}∪(V \B)(R
3) smoothly projects to C(A;S3) ∩

Π−1
A (0A) by the restrictions imposed by (C1) and (C2) (that do not determine anything for the subsets

of B where c is constant). Now, S̆B(R3) smoothly embeds into C(B;S3) ∩ Π−1
B (0B) and smoothly

projects to C(A;S3) ∩ Π−1
A (0A), when A is a non-empty subset of B, by the restrictions imposed by

(C1) and (C2). This allows us to define a canonical smooth injection of f(B)(R3) into SV (R3), and

the pe have the desired form on the image. When B and B′ are two disjoint subsets of V , f(B) and

f(B′) are disjoint.

The F (∞;B), F (B) and f(B)(R3) will be identified with their images.

Lemma 3.18 Assume that Proposition 3.12 is true. In Proposition 3.12,

• when ΠV (c0V ) is a constant map with value m ∈ (M \∞),

k = 1 if and only if c0 ∈ F (V ),

• when ΠV (c0V ) is the constant map with value ∞,

k = 1 if and only if c0 ∈ F (∞;V ),

• when ΠV (c0V ) is the constant map 0V of (S3)V ,

k = 2 if and only if c0 ∈ f(B)(R3) for some strict subset B of V with ]B ≥ 2.

Proof of Proposition 2.7 assuming Proposition 3.12 and Lemma 3.18:

Let c belong to a codimension one face of C̃V (M). As in the proof of Lemma 3.17, set ΠV (cV )(V ) =

{m1,m2, . . . ,ms}, and Ai = ΠV (cV )−1(mi). Choose embeddings φi : R3 −→ M , for i = 1, . . . , s with

disjoint images in M such that φi(0) = mi. Then by Lemma 3.17, if c|Ai belongs to a codimension

d(i) face, then c belongs to a codimension (
∑s
i=1 d(i))-face. Therefore, there exists a unique j such

that c|Aj belongs to a codimension one face. Set B = Aj . When i 6= j, c|Ai belongs to the interior

C̆Ai(M) of CAi(M), and since c|Ai is constant, Ai contains a unique element and c|Ai does not map

it to ∞. Two cases occur. Either cB(B) = {∞} and c ∈ F (∞;B), or cB(B) = {cB(b)} ⊂ (M \ ∞)

and c ∈ F (B). Therefore the union of the codimension one faces is a subset of
∐

F∈∂1(CV (M)) F . Con-

versely, Lemma 3.18 and the local product structure of Lemma 3.17 make clear that
∐

F∈∂1(CV (M)) F

is a subset of the union of codimension one faces. Now, it is clear that every F ∈ ∂1(CV (M)) is

connected. Furthermore, the closure of any such F does not meet any other F ′ ∈ ∂1(CV (M)).

Let us prove this for F = F (∞;B). In the closure of F (∞;B) all the configurations map B to

∞ therefore F (∞;B) may only meet the F (∞;A) such that B ⊂ A. Consider a configuration c

in (F (∞;B) ∩ F (∞;A)). With the notation of Example 3.8, since c ∈ F (∞;B), pA(c) = cA =

ψ(A;φ∞)(λ, u ∈ S((R3)A)), where u maps B to 0; then Π∞(cA) maps B to 0, but in this case

c /∈ F (∞;A). A similar proof left to the reader leads to the same conclusion for F = F (B). Therefore,

the F are closed in the finite disjoint union
∐

F∈∂1(CV (M)) F . Thus, they are the codimension one faces

of CV (M), and consequently, they smoothly embed in CV (M). �

Proof of Proposition 2.8 assuming Lemma 3.16 and Lemma 3.18: It is immediate from

Lemma 3.18 and Proposition 3.15 that the disjoint union of the elements f(B)(R3) of ∂1(SV (R3))

coincides with the union of the codimension one faces. A proof similar to the above one shows that
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the f(B) are the connected components of this union. Therefore, they are the codimension one faces

of SV (R3) and they smoothly embed there. �

Proposition 3.13 will be proved in Subsection 3.7. Apart from Proposition 3.13, we are left with

the proofs of Lemmas 3.16 and 3.18 about the structure of C̃V (M) near a configuration c0 such that

ΠV (c0V ) is the constant map mV with value m. The case where (m 6= ∞) will be treated in the next

subsection. The case (m = ∞) is similar though more complicated, it will be treated in Subsection 3.6,

but some arguments will not be repeated.

3.5 Proof of Proposition 3.12 when ΠV (c0

V
) = mV , m ∈ M \∞.

Let φ : R3 −→ (M \ ∞) be a smooth embedding, φ(0) = m. If ]V = 1, set k = 0, W = R3, w0 = 0,

U = φ(R3) ⊂ C1(M), ξ = φ and r = φ−1, and we are done. Assume ]V ≥ 2. Let c0 = (c0A)A⊆V ;A6=∅ ∈
C̃V (M) be such that ΠV (c0V ) = mV .

The tree τ(c0) associated to the limit configuration c0.

We shall define a set τ(c0) of subsets of V with cardinality ≥ 2 as follows.

The set is organized as a tree with (V ∈ τ(c0)) as a root. The other elements of τ(c0) are

constructed inductively as follows. Every element A of τ(c0) is the daughter of its unique mother Â

in τ(c0), except for V that has no mother, and some elements have daughters (i.e. are the mother of

these). A daughter is strictly included into its mother, and any two daughters are disjoint. Therefore,

it is enough to construct the daughters of an element A. By assumption, c0A ∈ Π−1
A (diag(M \∞)A) ⊂

C(A;M). Thus,

Πd(c
0
A) ∈ S

(

TmM
A

diag(TmMA)

)

defines a map from A to TmM up to translation and dilation. The daughters of A will be the preimages

of multiple points. The preimages of non-multiple points will be the sons of A.

τ(c0) has the property that whenever {A,B} ⊆ τ(c0), either A ⊂ B, or B ⊂ A, or A ∩B = ∅.
Fix c0, and τ = τ(c0). For any A ∈ τ choose a basepoint b(A) = b(A; τ), such that if A ⊂ B, if

B ∈ τ , and if b(B) ∈ A, then b(A) = b(B). When A ∈ τ , D(A) denotes the set of daughters of A.

Configuration spaces associated to τ .

For any A ∈ τ , consider the following subsets of the unit sphere S((R3)V ) of (R3)V equipped

with its usual scalar product. Define the set C(A; b(A); τ) of maps w : V −→ R3 such that

• ‖ w ‖= 1

• w(b(A)) = 0, w(V \A) = {0}, and

• w is constant on any daughter of A.

It is easy to see that C(A; b(A); τ) has a canonical differentiable structure (and is diffeomorphic to a

sphere of dimension (3(]A−∑n
i=1 ]Ai + n− 1) − 1) where A1, . . . , An are the daughters of A.

Note that c0A = ψ(A;φ; b(A))(0; 0;w0
A) with the notation of Example 3.6 where the natural

extension w0
A (by some zeros) of w0

A ∈ (R3)A\b(A) ⊂ (R3)V is in C(A; b(A); τ).

Define the set O(A; b(A); τ) of maps w : V −→ R3 such that

• ‖ w ‖= 1

• w(b(A)) = 0, w(V \A) = {0}, and
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• Two elements of A that belong to different children (daughters and sons) of A are mapped to

different points of R3.

It is clear that O(A; b(A); τ) is an open subset of S((R3)A\b(A)) that contains w0
A. Set

WA = O(A; b(A); τ) ∩ C(A; b(A); τ)

WA is an open subset of the sphere C(A; b(A); τ).

The data U , W , w0 and k.

• k = ]τ .

• W̃ = R3 ×∏A∈τ WA

• W will be an open neighborhood of w0 = (0; (w0
A)A∈τ ) in W̃ .

• Ũ =
∏

A∈τ ψ(A;φ; b(A))
(

R3 × [0,∞[×O(A; b(A); τ)
)

×∏A/∈τ C(A;M)

• U will be an open neighborhood of c0 in Ũ .

Construction of ξ.

Let

P = ((µA)A∈τ ;u; (wA)A∈τ ) ∈ Rτ ×W

and

P 0 = ((0)A∈τ ; 0; (w0
A)A∈τ ) = (0;w0).

When A ∈ τ , define

vA = vA(P ) =
∑

C∈τ ;C⊆A





∏

D∈τ ;C⊆D⊂A
µD



wC ∈ S((R3)A\b(A)) ⊂ S((R3)V )

Note that vA is a smooth function defined on Rk × W̃ , and that vA(P 0) = w0
A. In particular,

‖ vA(P 0) ‖= 1 and vA(P 0)
‖vA(P 0)‖ is in O(A; b(A); τ). Therefore, we can choose neighborhoods O of 0 in

[0,∞[k and W of w0 in W̃ , so that for any P in O×W , ‖ vA(P ) ‖6= 0 and vA(P )
‖vA(P )‖ is in O(A; b(A); τ).

We choose O and W so that these properties are satisfied for any A ∈ τ .

In order to define ξ, we define its projections ξA(P ) onto the factors C(A;M). First set

ξV (P ) = ψ(V ;φ; b(V ))(u;µV ;
vV

‖ vV ‖)

Then

ΠV (ξV (P ))(a) = φ(u+
µV

‖ vV ‖vV (a))

When A ∈ τ , set

ξA(P ) = ψ(A;φ; b(A))

(

u+
µV

‖ vV ‖vV (b(A));
‖ vA ‖∏D∈τ ;A⊆D⊆V µD

‖ vV ‖ ;
vA

‖ vA ‖

)

The latter definition makes sense because vÂ is not constant on A since
vÂ(P )

‖vÂ(P )‖ belongs to

O(A; b(A); τ). Indeed, either ΠÂ(ξÂ(P )) is non constant and then its restriction to A is non constant,

and we take the usual smooth restriction, or ΠÂ(ξÂ(P )) is constant with value φ(v), and we take the
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restriction of the map Dvφ ◦ vÂ from Â to Tφ(v)M up to translation and dilation. It is easy to check

that this restriction is smooth from this open subset of C(Â;M) to C(A;M), by using appropriate

charts of C(A;M) and C(Â;M) as in Example 3.6 with the same basepoint for A and Â. Thus, we

defined a smooth map ξ from O ×W to Ũ such that ξ(0;w0) = c0.

Checking that ξ satisfies (C1).

It is enough to check that ΠA(ξ(P )A) = ΠV (ξV (P ))|A for any A ∈ τ . Let A ∈ τ , a ∈ A.

ΠV (ξV (P ))(a) = φ



u+
µV

‖ vV ‖
∑

C∈τ ;a∈C





∏

D∈τ ;C⊆D⊂V
µD



wC(a)





where the elements C of τ that contain a, are

1. the C of τ such that A ⊂ C that satisfy wC(a) = wC(b(A)), and

2. the C of τ such that a ∈ C ⊆ A that satisfy wC(b(A)) = 0.

In particular,

u+
µV

‖ vV ‖vV (b(A)) = u+
µV

‖ vV ‖
∑

C∈τ ;A⊂C





∏

D∈τ ;C⊆D⊂V
µD



wC(a).

Therefore,

φ−1(ΠV (ξV (P ))(a)) −
(

u+
µV

‖ vV ‖vV (b(A))

)

=
1

‖ vV ‖
∑

C∈τ ;a∈C;C⊆A





∏

D∈τ ;C⊆D⊆V
µD



wC(a)

=

∏

D∈τ ;A⊆D⊆V µD

‖ vV ‖ vA(a).

Checking that ξ(O ×W ) ⊂ C̃V (M).

It is enough to check that ξ(P ) satisfies (C2) since ΠV (ξV (P ))(V ) ⊂ (M \ ∞). Let A ⊂ B ⊆
ΠV (ξV (P ))−1(x). If B is not in τ , then B̂ ⊆ ΠV (ξV (P ))−1(x) (see the construction of ξB(P )), and

ξB(P ) is the non-trivial restriction of ξB̂(P ). Therefore, for this proof, we may assume that B ∈ τ .

Similarly, we may assume that A ∈ τ . Then it is enough to check that the restriction of vB to A up

to translation is a (≥ 0) multiple of vA, and this is easy to observe in the defining formula for vA.

Checking that ξ((O∩]0,∞[k) ×W ) = C̆V (M) ∩ ξ(O ×W ).

Let us first prove that ξ((O∩]0,∞[k)×W ) ⊂ C̆V (M). Since (C1) is fulfilled in the image of ξ, it

is enough to prove that ΠV (ξV (P )) is injective when the µA are non zero. Let a and b be in V , and

let A be the smallest element of τ that contains both of them. Then vA(a) 6= vA(b) since vA
‖vA‖ is in

O(A; b(A); τ), thus ΠA(ξA(P )) separates a and b, and we are done thanks to (C1). Conversely, since

as soon as a µA vanishes, the corresponding ΠA(ξA(P )) is constant,

C̆V (M) ∩ ξ(O ×W ) ⊆ ξ((O∩]0,∞[k) ×W ).

Construction of r.
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For any A ∈ τ , choose b′(A) 6= b(A) ∈ A to be either the element of a son of A or a basepoint of

a daughter of A that does not contain b(A). Note that w0
A(b′(A)) 6= 0.

The map r will factor through the projection onto

∏

A∈τ
ψ(A;φ; b(A))

(

R3 × [0,∞[×O(A; b(A); τ)
)

.

Let

Q = (ψ(A;φ; b(A))(uA;λA; yA))A∈τ

be a point of this space and let

r(Q) = ((µA)A∈τ ;uV ; (wA)A∈τ )

denote its image in Rk × W̃ . The map uV is already defined and smooth, and we need to define the

µA and the wA as smooth functions of (uA;λA; yA)A∈τ . Define w1
A ∈ (R3)A by

w1
A(a) =

{

yA(a) if a ∈
(

A \ (∪B∈D(A)B)
)

yA(b(B)) if a ∈ B and if B ∈ D(A)
.

Then set

wA =
w1
A

‖ w1
A ‖

Since yA ∈ O(A; b(A); τ), ‖ w1
A ‖6= 0, and wA is smooth. Then define µV = λV , and for A ∈ τ , A 6= V ,

µA =
‖ wÂ(b′(Â)) ‖ 〈yÂ(b′(A)) − yÂ(b(A)), wA(b′(A))〉

‖ yÂ(b′(Â)) ‖ ‖ wA(b′(A)) ‖2

Then it is clear that r is smooth from Ũ to Rk × W̃ .

Checking that r ◦ ξ is the identity of O ×W .

We compute

r ◦ ξ (P = ((µA)A∈τ ;u; (wA)A∈τ )) = r((ξA(P ))A∈τ )

= ((µ̂A)A∈τ ;uV ; (ŵA)A∈τ ).

where

ξV (P ) = ψ(V ;φ; b(V ))(u;µV ;
vV

‖ vV ‖ ),

ξA(P ) = ψ(A;φ; b(A))

(

uA;λA; yA =
1

‖ vA ‖vA
)

,

and vA has been defined in the construction of ξ.

We easily find u = uV and µ̂V = µV , and ŵA = wA. Since

(

vÂ(b′(A)) − vÂ(b(A))
)

= µAwA(b′(A)) and vÂ =‖ vÂ ‖ yÂ

‖ vÂ ‖
(

yÂ(b′(A)) − yÂ(b(A))
)

= µAwA(b′(A)).

Furthermore,

yÂ(b′(Â)) =
1

‖ vÂ ‖vÂ(b′(Â)) =
1

‖ vÂ ‖wÂ(b′(Â)).

Therefore µ̂A = µA. Thus, r ◦ ξ is the identity of O ×W .

Checking that r(Ũ ∩ C̃V (M)) ⊆ [0,∞[k×W̃ .
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When Q = (ψ(A;φ; b(A))(uA;λA; yA))A∈τ comes from an element of C̃V (M), if A and B are two

elements of τ such that A ⊂ B, then for any a ∈ A,

uB + λByB(a) = uA + λAyA(a),

and the map from A to R3 that maps a to (yB(a) − yB(b(A))) is a (≥ 0) multiple of yA.

r(Q) = ((µA)A∈τ ;uV ; (wA)A∈τ )

where

µA =
‖ wÂ(b′(Â)) ‖ ‖ yÂ(b′(A)) − yÂ(b(A)) ‖

‖ yÂ(b′(Â)) ‖ ‖ wA(b′(A)) ‖
when A ∈ τ , A 6= V . Indeed,

(

(yÂ)|A − (yÂ(b(A)))A
)

is a (≥ 0) multiple of yA, and yA(b′(A)) is a

(≥ 0) multiple of wA(b′(A)). In particular, µA ≥ 0, µV = λV is also positive.

Also, note that r(c0) = P 0.

Now, choose (ε > 0) such that [0, ε[k⊂ O, reduce O into [0, ε[k and set

U = r−1(] − ε, ε[k×W ).

Then r(U ∩ C̃V (M)) ⊆ O ×W .

Checking that ξ ◦ r|U∩C̃V (M) is the identity of U ∩ C̃V (M).

Keep the above notation for Q and r(Q). Assume Q ∈ U ∩ C̃V (M).

(ξ ◦ r(Q))A = ψ(A;φ; b(A))(ũA; λ̃A;
vA

‖ vA ‖)

where vA is the vector associated to r(Q) in the construction of ξ.

Proof that yA = vA
‖vA‖ .

Let b0 be an element of A. Inductively define

B1 = ˆ{b0} ⊂ B2 = B̂1 ⊂ . . . ⊂ Bi+1 = B̂i ⊂ . . . ⊂ Bk = A.

Set yi = yBi , bi = b(Bi), b′i = b′(Bi) and wi = wBi . Then

vA(b0) =

k
∑

i=1





k−1
∏

j=i

‖ wj+1(b
′
j+1) ‖ ‖ yj+1(b

′
j) − yj+1(bj) ‖

‖ yj+1(b′j+1) ‖ ‖ wj(b′j) ‖



wi(b0)

where

wi(b0) =
‖ wi(b′i) ‖
‖ yi(b′i) ‖

yi(bi−1).

Therefore

vA(b0) =

k
∑

i=1

‖ wA(b′(A)) ‖
(

∏k−1
j=i ‖ yj+1(b

′
j) − yj+1(bj) ‖

∏k
j=i ‖ yj(b′j) ‖

yi(bi−1)

)

while

yA(b0) =

k
∑

i=1

(yA(bi−1) − yA(bi)),
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and since, for i ≤ j,

yj+1(bi−1) − yj+1(bi) =
‖ yj+1(b

′
j) − yj+1(bj) ‖

‖ yj(b′j) ‖
(yj(bi−1) − yj(bi))

yA(bi−1) − yA(bi) =

k−1
∏

j=i

‖ yj+1(b
′
j) − yj+1(bj) ‖

‖ yj(b′j) ‖
yi(bi−1)

Thus,

vA(b0) =
‖ wA(b′(A)) ‖
‖ yA(b′(A)) ‖ yA(b0)

and yA = vA
‖vA‖ . �

Note that λ̃V = µV = λV , ũV = uV , and therefore (ξ ◦ r(Q))V is the restriction of Q to V whose

value in M at b(A) determines ũA by (C1) that is fulfilled in the image of ξ. Therefore ũA = uA.

Proof that λ̃A = λA for A 6= V .

Now, let us compute λ̃A for A ∈ τ , A 6= V . Define

B1 = A ⊂ B2 = B̂1 ⊂ . . . ⊂ Bi+1 = B̂i ⊂ . . . ⊂ Bk = V.

Again, set yi = yBi , bi = b(Bi), b′i = b′(Bi) and wi = wBi .

λ̃A =
λV ‖ vA ‖
‖ vV ‖

k−1
∏

i=1

(‖ wi+1(b
′
i+1) ‖ ‖ yi+1(b

′
i) − yi+1(bi) ‖

‖ wi(b′i) ‖ ‖ yi+1(b′i+1) ‖

)

where

‖ vA ‖= ‖ wA(b′(A)) ‖
‖ yA(b′(A)) ‖ .

Therefore

λ̃A =
λV ‖ yV (b′(V )) ‖
‖ yA(b′(A)) ‖

k−1
∏

i=1

(‖ yi+1(b
′
i) − yi+1(bi) ‖

‖ yi+1(b′i+1) ‖

)

where

λBi =
‖ yi+1(b

′
i) − yi+1(bi) ‖

‖ yi(b′i) ‖
λBi+1

λA = λV

k−1
∏

i=1

(‖ yi+1(b
′
i) − yi+1(bi) ‖

‖ yi(b′i) ‖

)

Thus λ̃A = λA.

When A /∈ τ , (ξ ◦ r(Q))A is the restriction of QÂ to A, and we can conclude that the restriction

of ξ ◦ r to U ∩ C̃V (M) is the identity. �

This concludes the proof of Proposition 3.12 in this case. �

Proposition 3.15 follows from a careful reading of the previous proof. Since V ∈ τ , k = ]V ≥ 1.

Choose the natural embedding

φ : R3 −→ S3 = R3 ∪ {∞}.

The elements of SV (R3) ∩ U (resp. S̆V (R3) ∩ U) are the elements whose projection onto C(V ;M) is

of the form ψ(V ;φ; b(V ))(0 ∈ R3;µV = 0; yV ) for some yV (resp. for some injective yV ). In particular,

the second item is true where µV is the distinguished real parameter that vanishes if and only if
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ΠV (cV ) is constant. Now, since vV is injective if and only if all the µD are non-zero for D ∈ τ \ V ,

the third item is true. Proposition 3.15 is proved. �

In this case, Lemma 3.18 also follows from a careful reading of the previous proof. Indeed, k = 1

if and only if τ = {V }, that is if and only if c0V ∈ S̆V (Tc(b)M), that is if and only if c0 ∈ F (V ). Now,

k = 2 if and only if τ = {V,B} for some strict subset B of V with ]B ≥ 2, that is if and only if :

Πd(c
0
V ) is constant on B and injective on {b} ∪ (V \B), and Πd(c

0
B) is injective.

This is equivalent to say that under the assumptions of Lemma 3.18, c0 ∈ f(B)(R3). Lemma 3.18 is

proved in this case. �

3.6 Proof of Proposition 3.12 when ΠV (c0

V
) = ∞V .

Let φ∞ : R3 −→ M be a smooth embedding, φ∞(0) = ∞. Let c0 = (c0A)A⊆V ;A6=∅ ∈ C̃V (M) be such

that ΠV (c0V ) maps every point of V to ∞.

The tree τ(c0) associated to c0.

We shall define a set τ = τ(c0) of non-empty subsets of V as follows.

The set is organized as a tree with V as a root. The other elements of τ are constructed inductively

as follows. Again, every element A of τ is the daughter of its unique mother Â in τ , except for V that

has no mother, and some elements have daughters (i.e. are the mother of these). In order to define

the daughters of A ∈ τ , consider the map defined up to dilation

Π∞(c0A) : A −→ T∞(M).

• If this map Π∞(c0A) is non-constant, or if A has only one element, then A is non-degenerate. In

this case, let A0 denote the preimage of {0} under Π∞(c0A). If A0 is non-empty, A0 is a daughter

of A and this daughter is said to be special; the other daughters of A will be the preimages of

multiple points different from 0 under Π∞(c0A). The preimages of non-multiple points different

from zero will be the sons of A.

• If the map Π∞(c0A) is constant, and if ]A ≥ 2, then A is degenerate, and we consider the

non-constant map defined up to translation and dilation

Π∞,d(c
0
A) : A −→ T∞(M).

The daughters of A are the preimages of multiple points under this map, and its sons are the

preimages of the other points.

By definition V is special, and an element A 6= V of τ is special if and only if Π∞(c0
Â
)(A) = {0}.

Let τd be the set of the degenerate elements of τ , and let τs be the set of the special elements of

τ . When A ∈ τ , D(A) denotes the set of daughters of A. Note that

• V ∈ τs,

• D(A ∈ τd) ⊂ τd ∩ (τ \ τs)

• D(A /∈ τd) ⊆ (τd ∪ {A0}),

• τ = τs ∪ τd

• If A 6= V , A ∈ τs, then Â /∈ τd, therefore Â ∈ τs.
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In particular,

τs = {V = V (1), V (2), . . . , V (σ)}
where V (i)0 = V (i+ 1) 6= ∅ if i < σ, and V (σ)0 = ∅. Also note that τs ∩ τd ⊆ {V (σ)}.

Fix c0, and τ = τ(c0). For any A ∈ τ choose a basepoint b(A) = b(A; τ), such that

• bi = b(V (i)) = b(V (σ)) for any i = 1, . . . , σ, and,

• if A ⊂ B, if B ∈ τ , and if b(B) ∈ A, then b(A) = b(B).

Configuration spaces associated to τ .

Let i ∈ {1, . . . , σ}. Define the smooth manifold C(V (i); τ) as the following submanifold of the

unit sphere S((R3)V ) of (R3)V equipped with its usual scalar product. The set C(V (i); τ) is the set

of maps w : V −→ R3 such that

• ‖ w ‖= 1

• w(V (i)0) = {0}, w(V \ V (i)) = {0}, and

• – if V (i) /∈ τd, w is constant on any daughter of V (i), and,

– if V (i) ∈ τd, w is constant.

Define the open subset O(V (i); τ) of S((R3)V (i)) as the set of maps w : V −→ R3 such that

• ‖ w ‖= 1

• w(V \ V (i)) = {0},

• If V (i) /∈ τd, two elements of V (i) that belong to different children (daughters and sons) of V (i)

are mapped to different points of R3, and

• 0 /∈ w(V (i) \ V (i)0).

Set W s
i = O(V (i); τ) ∩ C(V (i); τ). W s

i is an open submanifold of the sphere C(V (i); τ).

Then after a proper scalar multiplication, the natural extension s0i (by some zeros) of (D0φ∞)−1◦
Π∞(c0V (i)) is in W s

i .

For any A ∈ τd, consider the smooth manifold C(A; b(A); τ) and the open subset O(A; b(A); τ)

of S((R3)A\b(A)) defined as in Subsection 3.5. Set

WA = O(A; b(A); τ) ∩ C(A; b(A); τ).

Then after a proper normalization, the natural extension w0
A (by some zeros) of (D0φ∞)−1 ◦

Π∞,d(c
0
A) is in WA.

The data U , W , w0 and k.

• k = ]τs + ]τd = σ + ]τd.

• W̃ =
∏σ
i=1W

s
i ×∏A∈τdWA

• W will be an open neighborhood of w0 = ((s0i )i∈{1,...,σ}; (w
0
A)A∈τd) in W̃ .

• Ũ =
∏

A∈τd ψ(A;φ∞; b(A))
(

[0,∞[×S2 × [0,∞[×O(A; b(A); τ)
)

×∏A∈(τ\τd) ψ(A;φ∞) ([0,∞[×O(A; τ)) ×∏A/∈τ C(A;M)

(with the charts of Examples 3.8 and 3.10).
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• U will be an open neighborhood of c0 in Ũ .

Forgetting
∏

A/∈τ C(A;M).

When A /∈ τ , let Â be the smallest element in τ that contains A. Let C =
∏

A⊆V,A 6=∅C(A;M),

Cτ =
∏

A∈τ C(A;M) and let CτV (M) be the subspace of Cτ made of the elements that satisfy the

restriction conditions (C1), (C2), (C3), (C4) of Lemmas 3.1, 3.7, 3.9, 3.11 that involve elements of τ .

Let pτ : C −→ Cτ be the natural projection. Define the following smooth map

ιτ : pτ (Ũ) −→ C

by ιτ (c = (cA)A∈τ ) = (dA)A⊆V,A6=∅, where dA = cA when A ∈ τ , and dA is the restriction of cÂ to

A otherwise (so that the restriction conditions (C1), (C2), (C3), (C4) are satisfied for (A, Â)). Note

that such a restriction is well-defined and smooth from pÂ(Ũ) to C(A;M) since A is not contained a

daughter of Â. See the charts of Examples 3.8 and 3.10. In particular, ιτ is smooth. The proofs of the

following assertions are left to the reader.

• pτ (C̃V (M)) ⊆ CτV (M).

• pτ ◦ ιτ|pτ (Ũ)
= Identity(pτ (Ũ))

• ιτ ◦ pτ|Ũ∩C̃V (M)
= Identity(Ũ ∩ C̃V (M)).

• ιτ (pτ (Ũ) ∩ CτV (M)) ⊂ C̃V (M).

We shall prove the following lemma.

Lemma 3.19 There exist

1. ε > 0, O = [0, ε[k,

2. an open neighborhood W of w0 in W̃ ,

3. an open neighborhood U τ of pτ (c0) in pτ (Ũ),

4. a smooth map (pτ ◦ ξ) : O ×W −→ U τ such that

• (pτ ◦ ξ)(0;w0) = pτ (c0),

• (pτ ◦ ξ)(O ×W ) ⊂ CτV (M), and

• pV ◦ ξ(ω ∈ O,w) is an injective map from V to (M \∞) if and only if ω ∈]0,∞[k,

5. a smooth map rτ : pτ (Ũ) −→ Rk × W̃ such that

• rτ ◦ pτ ◦ ξ is the identity of O ×W ,

• rτ (Uτ ∩ CτV (M)) ⊆ O ×W , and

• the restriction of pτ ◦ ξ ◦ rτ to Uτ ∩ CτV (M) is the identity of U τ ∩ CτV (M).

This lemma implies Proposition 3.12 in this case because ξ = ιτ ◦ (pτ ◦ ξ), U = (pτ )−1(Uτ ) and

r = rτ ◦ pτ have the desired properties under its conclusions.

Construction of pτ ◦ ξ, O and W .

Set

P = ((νi)i∈{1,...,σ}; (µA)A∈τd ; (si)i∈{1,...,σ}; (wA)A∈τd) ∈ Rτs × Rτd × W̃ ,
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P 0 = ((0)i∈{1,...,σ}; (0)A∈τd ; (s
0
i )i∈{1,...,σ}; (w

0
A)A∈τd)) = (0;w0).

When A ∈ τd, define

w̃A = w̃A(P ) =
∑

C∈τ ;C⊆A





∏

D∈τ ;C⊆D⊂A
µD



wC ∈ S((R3)A\b(A)) ⊂ S((R3)V ).

w̃A = wA +
∑

C∈D(A)

µCw̃C .

Set
s̃σ = sσ + µV (σ)w̃V (σ) if V (σ) ∈ τd
s̃σ = sσ +

∑

C∈D(V (σ)) µCw̃C otherwise.

For i = σ − 1, σ − 2, . . . , 1, inductively define

s̃i = si + νi+1s̃i+1 +
∑

C∈D(V (i));C 6=V (i+1)

µCw̃C .

Define

λV (r) = λr =
r
∏

i=1

νi

so that (λis̃i)|V (i+1) = λi+1s̃i+1.

The w̃A, λr, and s̃i are smooth functions defined on Rk × W̃ , such that w̃A(P 0) = w0
A and

s̃i(P
0) = s0i .

In particular, since the norms of these vectors are 1 for P 0, we can choose neighborhoods O of

0 in [0,∞[k and W of w0 in W̃ , so that for any P in O ×W

• the norms of the w̃A(P ) and s̃i(P ) do not vanish,

• w̃A(P )
‖w̃A(P )‖ ∈ O(A; b(A); τ), and,

• s̃i(P )
‖s̃i(P )‖ ∈ O(V (i); τ).

We choose O and W so that these properties are satisfied for any A ∈ τd, and for any i =

1, 2, . . . , σ.

When A ∈ τ , let V (i(A)) be the smallest element of τs such that A ⊆ V (i(A)). Define s̃A ∈ (R3)A

as the restriction of s̃i(A) to A.

In order to define pτ ◦ ξ, we define its projections ξA(P ) onto the factors C(A;M) for A ∈ τ .

When A ∈ τ \ τd, ξA(P ) = ψ(A;φ∞)(λi(A) ‖ s̃A ‖; s̃A
‖s̃A‖ ).

When A ∈ τd, ξA(P ) = ψ(A;φ∞; b(A))(`A;uA;mA; vA) with

`A = λi(A)

√

]A ‖ s̃A(b(A)) ‖

uA =
s̃A(b(A))

‖ s̃A(b(A)) ‖

mA =





∏

D∈τd;A⊆D⊆V (i(A))

µD





‖ w̃A ‖√
]A ‖ s̃A(b(A)) ‖

vA =
w̃A

‖ w̃A ‖ .

Thus, we defined a smooth map pτ ◦ ξ from O ×W to pτ (Ũ).
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Checking that pτ ◦ ξ satisfies (C1).

Since the restriction of λis̃i to V (i+1) is λi+1s̃i+1, when i ≤ σ−1, it is enough to check that for

any A, ΠA(ξA(P )) is equal to φ∞ ◦
(

λi(A)(s̃i(A))|A
)

. When A /∈ τd it is obvious. Let us now consider

the case when A ∈ τd.

s̃A = constant map +





∏

D∈τd;A⊆D⊆V (i(A))

µD



 w̃A.

Therefore

φ−1
∞ ◦ (ΠA(ξA(P )))

= λi(A)



(s̃A(b(A)))A +





∏

D∈τd;A⊆D⊆V (i(A))

µD



 w̃A





= λi(A)s̃A.

Checking that pτ ◦ ξ satisfies (C3).

Here, we need to check that when A ⊂ B, (and when λi(B) = 0) (s̃i(B))|A is a (≥ 0) multiple of

(s̃i(A))|A. Since (s̃i(B))|V (i(A)) =
(

∏i(A)
j=i(B)+1 νj

)

s̃i(A), we are done.

Checking that pτ ◦ ξ satisfies (C2) and (C4).

These conditions must be checked for some A ⊂ B, when the restriction of s̃i(B) to B is constant.

In this case, since
s̃i(B)

‖s̃i(B)‖ ∈ O(V (i(B)); τ), B ∈ τd, and therefore A ∈ τd. These conditions say that,

up to translation, (w̃B)|A is a (≥ 0) multiple of (w̃A) (when
(

∏

D∈τd;B⊆D⊆V (i(B)) µD

)

= 0). They are

realised with
(

∏

D∈τd;A⊆D⊂B µD
)

= 0 as a factor.

We have proved that pτ ◦ξ(O×W ) ⊂ CτV (M) and it is easy to see that pτ ◦ξ(P 0 = (0;w0)) = pτ (c0).

Checking that pV ◦ ξ((µA, νi) ∈ O,w ∈ W ) is injective and does not reach ∞ if and only if

all the µA and the νi are non zero.

Remember from the proof that pτ ◦ξ satisfies (C1), that the restriction ΠA(ξA(P )) of ΠV (ξV (P ))

is φ∞ ◦
(

λi(A)(s̃i(A))|A
)

for A ∈ τ . Now, ΠV (ξV (P )) is injective and does not reach ∞ if and only if

λ1s̃1 is injective and does not reach 0.

In particular, if ΠV (ξV (P )) is injective and does not reach ∞, all the restrictions λi(A)(s̃i(A))|A
are injective and do not reach 0 and this easily implies that the µA and the νi are non zero.

Conversely, assume that the µA and the νi are non zero, and let us prove that λ1s̃1 is injective

and does not reach 0. Since ν1 = λ1, it is enough to prove that s̃1 is injective and does not reach 0.

Let a and b be in V , and let A be the smallest element of τ that contains both of them. If A ∈ τd,

w̃A(a) 6= w̃A(b) and s̃i(A)(a) 6= s̃i(A)(b). If A /∈ τd, A = V (i(A)), and s̃i(A)(a) 6= s̃i(A)(b). Since

s̃1 |V (i(A)) is a non zero multiple of s̃i(A), it separates a and b, and s̃1 is injective. If s̃1(a) = 0, then

s̃i({a})(a) = 0, and this is impossible, therefore s̃1 does not reach 0.

Construction of rτ .

Let c ∈ pτ (Ũ).

c =
(

(ψ(A;φ∞; b(A))(`A;uA;mA; vA))A∈τd ; (ψ(A;φ∞)(`A;SA))A∈(τ\τd)

)

.
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We shall define

rτ (c) = ((νi)i∈{1,...,σ}; (µA)A∈τd ; (si)i∈{1,...,σ}; (wA)A∈τd).

Definition of wA, for A ∈ τd.

Let A ∈ τd. Define w1
A ∈ (R3)A by

w1
A(a) =

{

vA(a) if a ∈
(

A \ (∪B∈D(A)B)
)

vA(b(B)) if a ∈ B with B ∈ D(A)

and set

wA =
w1
A

‖ w1
A ‖ .

Definition of si, for i ∈ {1, . . . , σ}.
Let V (i) /∈ τd. Define s1i ∈ (R3)V (i) by

s1i (a) =







0 if a ∈ V (i)0
SV (i)(a) if a ∈

(

V (i) \ (∪B∈D(V (i))B)
)

SV (i)(b(B)) if a ∈ B where B ∈ D(V (i)) and B 6= V (i)0

and set

sV (i) = si =
s1i

‖ s1i ‖
.

If V (σ) ∈ τd, then

sσ =

(

uV (σ)
√

]V (σ)

)V (σ)

.

Definition of µA, for A ∈ τd.

For any A ∈ τ such that (]A ≥ 2), choose b′(A) 6= b(A) ∈ A to be either the element of a son of A or

a basepoint of a daughter of A that does not contain b(A).

• If A ∈ τd, (if A /∈ τs,) and if Â ∈ τd,

µA =
〈vÂ(b′(A)) − vÂ(b(A)), wA(b′(A))〉

〈wA(b′(A)), wA(b′(A))〉
‖ wÂ(b′(Â)) ‖
‖ vÂ(b′(Â)) ‖

.

• If A ∈ τd, if A /∈ τs, and if Â /∈ τd,

µA =
〈SÂ(b′(A)) − SÂ(b(A)), wA(b′(A))〉

〈wA(b′(A)), wA(b′(A))〉
‖ sÂ(b′(Â)) ‖
‖ SÂ(b′(Â)) ‖

.

• If V (σ) ∈ τd, then µV (σ) =
mV (σ)

‖w̃V (σ)‖ with

w̃V (σ) =
∑

C∈τ ;C⊆V (σ)





∏

D∈τ ;C⊆D⊂V (σ)

µD



wC .

Definition of νi, for i ∈ {1, . . . , σ}.
Set Si = SV (i) when V (i) /∈ τd, and set b′i = b′(V (i)) when ]V (i) > 1.

• When i ≥ 2,
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– If i = σ, and, if V (σ) ∈ τd or if ]V (σ) = 1, then

νi =
〈Si−1(bσ), si(bσ)〉
〈si(bσ), si(bσ)〉

‖ si−1(b
′
i−1) ‖

‖ Si−1(b′i−1) ‖
.

– Otherwise,

νi =
〈Si−1(b

′
i), si(b

′
i)〉

〈si(b′i), si(b′i)〉
‖ si−1(b

′
i−1) ‖

‖ Si−1(b′i−1) ‖

• – If V ∈ τd, or if ]V = 1, ν1 = `V .

– If V /∈ τd and if ]V > 1,

ν1 = `V
〈SV (b′1), s1(b

′
1)〉

〈s1(b′1), s1(b′1)〉
.

Then it is clear that rτ is smooth from pτ (Ũ) to Rk × W̃ .

Checking that rτ ◦ pτ ◦ ξ is the identity of O ×W .

We compute

rτ ◦ pτ ◦ ξ(P = ((νi)i∈{1,...,σ}; (µA)A∈τd ; (si)i∈{1,...,σ}; (wA)A∈τd))

= ((ν′i)i∈{1,...,σ}; (µ
′
A)A∈τd ; (s

′
i)i∈{1,...,σ}; (w

′
A)A∈τd).

It is clear that w′
A = wA for any A ∈ τd and that s′i = si if V (i) /∈ τd.

If V (σ) ∈ τd, then sσ is constant and s̃σ(bσ)
‖s̃σ(bσ)‖ = sσ(bσ)

‖sσ(bσ)‖ .

Thus uV (σ) = sσ(bσ)
‖sσ(bσ)‖ and s′σ =

(

uV (σ)√
]V (σ)

)V (σ)

= sσ .

Checking that µ′
A = µA, for A ∈ τd.

• If A ∈ τd, if A /∈ τs, and if Â ∈ τd, then

vÂ =
w̃Â

‖ w̃Â ‖ =
‖ vÂ(b′(Â)) ‖
‖ w̃Â(b′(Â)) ‖

w̃Â =
‖ vÂ(b′(Â)) ‖
‖ wÂ(b′(Â)) ‖

w̃Â

and

w̃Â(b′(A)) − w̃Â(b(A)) = µA (wA(b′(A)) − wA(b(A))) = µAwA(b′(A)).

Therefore, µ′
A = µA.

• If A ∈ τd, if A /∈ τs, and if Â /∈ τd,

SÂ =
s̃Â

‖ s̃Â ‖ =
‖ SÂ(b′(Â)) ‖
‖ s̃Â(b′(Â)) ‖

s̃Â =
‖ SÂ(b′(Â)) ‖
‖ sÂ(b′(Â)) ‖

s̃Â

and

s̃Â(b′(A)) − s̃Â(b(A)) = µA (wA(b′(A)) − wA(b(A))) .

Therefore, µ′
A = µA.

• If V (σ) ∈ τd, then mV (σ) = µV (σ)
‖w̃V (σ)‖√

]V (σ)‖s̃σ(bσ)‖
,

where s̃σ(bσ) = sσ(bσ) = sσ(bσ)√
]V (σ)‖sσ(bσ)‖

.

Thus, mV (σ) = µV (σ) ‖ w̃V (σ) ‖, and µ′
V (σ) = µV (σ).
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Proving that ν′i = νi, for i ∈ {1, . . . , σ}.

• When i ≥ 2,

SV (i−1) = Si−1 = s̃i−1

‖s̃i−1‖ =
‖Si−1(b

′
i−1)‖

‖si−1(b′i−1)‖ s̃i−1, s̃i−1(bσ) = νisi(bσ), and

s̃i−1(b
′
i) = νisi(b

′
i) if V (i) /∈ τd and ]V (i) > 1. Therefore, ν ′i = νi.

• If V ∈ τd, or if ]V = 1,

ν′1 = `V where `V = ν1
√
]V ‖ s̃V (b(V )) ‖, and s̃V (b(V )) = sV (b(V )) = 1√

]V
uV . Therefore,

ν1 = `V , and we are done.

• If V /∈ τd and if ]V > 1,

ν′1 = `V
〈SV (b′1),s1(b

′
1)〉

〈s1(b′1),s1(b′1)〉
, `V = ν1 ‖ s̃1 ‖, where SV = s̃1

‖s̃1‖ =
〈SV (b′1),s̃1(b′1)〉
〈s̃1(b′1),s̃1(b′1)〉 s̃1, and s̃1(b

′
1) = s1(b

′
1).

Thus, ν′1 = ν1.

Thus, rτ ◦ pτ ◦ ξ is the identity of O ×W .

Checking that rτ (pτ (Ũ) ∩ CτV (M)) ⊆ [0,∞[k×W̃ .

Let c = (cA)A;A∈τ ∈ pτ (Ũ) ∩ CτV (M) with

cA =

{

ψ(A;φ∞; b(A))(`A;uA;mA; vA) if A ∈ τd
ψ(A;φ∞)(`A;SA) if A ∈ (τ \ τd)

• If A ∈ τd, (if A /∈ τs,) and if Â ∈ τd, then
(

vÂ(b′(A)) − vÂ(b(A))
)

is a (≥ 0) multiple of

(vA(b′(A)) − vA(b(A))) that is a positive multiple of wA(b′(A)), therefore,

µA =
‖ vÂ(b′(A)) − vÂ(b(A)) ‖

‖ wA(b′(A)) ‖
‖ wÂ(b′(Â)) ‖
‖ vÂ(b′(Â)) ‖

≥ 0.

• If A ∈ τd, if A /∈ τs, and if Â /∈ τd, similarly,

µA =
‖ SÂ(b′(A)) − SÂ(b(A)) ‖

‖ wA(b′(A)) ‖
‖ sÂ(b′(Â)) ‖
‖ SÂ(b′(Â)) ‖

≥ 0.

• If V (σ) ∈ τd, then µV (σ) =
mV (σ)

‖w̃V (σ)‖ ≥ 0.

• When i ≥ 2,

– If i = σ, and, if V (σ) ∈ τd or if ]V (σ) = 1, then

νi =
‖ Si−1(bσ) ‖
‖ si(bσ) ‖

‖ si−1(b
′
i−1) ‖

‖ Si−1(b′i−1) ‖
≥ 0.

– Otherwise,

νi =
‖ Si−1(b

′
i) ‖

‖ si(b′i) ‖
‖ si−1(b

′
i−1) ‖

‖ Si−1(b′i−1) ‖
≥ 0

• – If V ∈ τd, or if ]V = 1, ν1 = `V ≥ 0.

– If V /∈ τd and if ]V > 1,

ν1 = `V
‖ SV (b′1) ‖
‖ s1(b′1) ‖

≥ 0.
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Therefore all the µA and the νi are positive. Also, note that rτ (pτ (c0)) = P 0.

Now, choose (ε > 0) such that [0, ε[k⊂ O, reduce O into [0, ε[k and set

Uτ = (rτ )−1(] − ε, ε[k×W ).

Then pτ ◦ ξ(O ×W ) ⊆ U τ , rτ (Uτ ∩ CτV (M)) ⊆ O ×W .

Checking that pτ ◦ ξ ◦ rτ|Uτ∩Cτ
V

(M) is the identity.

Keep the above notation introduced to check that rτ (pτ (Ũ)∩CτV (M)) ⊆ [0,∞[k×W̃ and assume

that c ∈ Uτ ∩ CτV (M).

Introducing more notation to prove that ξA ◦ rτ (c) = cA, for any A ∈ τ .

rτ (c) = ((νi)i∈{1,...,σ}; (µA)A∈τd ; (si)i∈{1,...,σ}; (wA)A∈τd).

Define w̃A, for A ∈ τd, s̃i and λi, for i ∈ {1, . . . , σ} as in the construction of pτ ◦ ξ. Then

ξA(rτ (c)) =

{

ψ(A;φ∞; b(A))(˜̀A; ũA; m̃A; w̃A
‖w̃A‖ ) if A ∈ τd

ψ(A;φ∞)(λi(A) ‖ s̃i(A) ‖; s̃i(A)

‖s̃i(A)‖ ) if A ∈ (τ \ τd)

where, for A ∈ τd,
˜̀
A = λi(A)

√

]A ‖ s̃i(A)(b(A)) ‖,

ũA =
s̃i(A)(b(A))

‖ s̃i(A)(b(A)) ‖ ,

and

m̃A =





∏

D∈τd;A⊆D⊆V (i(A))

µD





‖ w̃A ‖√
]A ‖ s̃i(A)(b(A)) ‖ .

Proving that vA = w̃A
‖w̃A‖ when A ∈ τd.

Since ‖ vA ‖= 1, it suffices to prove that

w̃A =
1

‖ w1
A ‖vA

where because wA = 1
‖w1

A‖w
1
A

‖ w1
A ‖= ‖ w1

A(b′(A)) ‖
‖ wA(b′(A)) ‖ =

‖ vA(b′(A)) ‖
‖ wA(b′(A)) ‖ .

• When A has no daughters, since w̃A = wA = w1
A = vA and ‖ w1

A ‖= 1, we are done.

• Assume that w̃C = 1
‖w1

C‖vC for any C ∈ D(A). Let C ∈ D(A).

Since c ∈ CτV (M),
(

(vA)|C − (vA(b(C)))C
)

is a positive multiple of vC , while (vC)|{b(C),b′(C)} is

a positive multiple of wC that vanishes at b(C). Therefore,

µC =
1

‖ w1
A ‖

‖ vA(b′(C)) − vA(b(C)) ‖
‖ wC(b′(C)) ‖ ,

µC
‖ w1

C ‖ =
1

‖ w1
A ‖

‖ vA(b′(C)) − vA(b(C)) ‖
‖ vC(b′(C)) ‖ ,

and

‖ w1
A ‖ w̃A = w1

A +
∑

C∈D(A)

‖ vA(b′(C)) − vA(b(C)) ‖
‖ vC(b′(C)) ‖ vC = vA.
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This proves that w̃A = 1
‖w1

A‖vA by induction.

Proving that SA =
s̃i(A)

‖s̃i(A)‖ when A ∈ (τ \ τd).
If ]A = 1, then A = V (σ), s̃i(A) = si(A) = SA, and we are done.

Assume A = V (i) /∈ τd and ]A > 1.

We need to prove that, Si = SV (i) = s̃i
‖s̃i‖ . Again, it is enough to prove that s̃i = 1

‖s1i ‖
Si where, since

si = 1
‖s1i ‖

s1i ,

‖ s1i ‖=
‖ s1i (b′i) ‖
‖ si(b′i) ‖

=
‖ Si(b′i) ‖
‖ si(b′i) ‖

Let C ∈ D(V (i)), C 6= V (i)0.

Then (Si(b
′(C)) − Si(b(C))) is a (≥ 0) multiple of

(

vC(b′(C)) =‖ w1
C ‖ wC(b′(C))

)

(see the previous

proof),

µC =
1

‖ s1i ‖
‖ Si(b′(C)) − Si(b(C)) ‖

‖ wC(b′(C)) ‖ ,

and,
µC

‖ w1
C ‖ =

1

‖ s1i ‖
‖ Si(b′(C)) − Si(b(C)) ‖

‖ vC(b′(C)) ‖ .

Therefore

‖ s1i ‖ (s̃i)|(V (i)\V (i)0) = s1i +
∑

C∈D(V (i));C 6=V (i)0
µC

‖w1
C
‖ ‖ s1i ‖ vC

= s1i +
∑

C∈D(V (i));C 6=V (i)0

‖Si(b′(C))−Si(b(C))‖
‖vC (b′(C))‖ vC

= (Si)|(V (i)\V (i)0)

• When V (σ) /∈ τd, and when i = σ,

V (i)0 = ∅ and we can conclude.

• When V (σ) ∈ τd, and when i = σ − 1 ≥ 1,

By definition of νσ ,

νσ =
‖ Si(bσ) ‖
‖ sσ(bσ) ‖

‖ si(b′i) ‖
‖ Si(b′i) ‖

=
√

]V (σ)
‖ Si(bσ) ‖
‖ s1i ‖

.

Therefore

‖ s1i ‖ (s̃i)|V (i)0 =‖ s1i ‖ νσ s̃σ =‖ s1i ‖ νσ
(

sσ + µV (σ)w̃V (σ)

)

=
√

]V (σ) ‖ Si(bσ) ‖
(

sσ + µV (σ) ‖ w̃V (σ) ‖ vV (σ)

)

=
√

]V (σ) ‖ Si(bσ) ‖
(

(

uV (σ)√
]V (σ)

)V (σ)

+mV (σ)vV (σ)

)

= (Si)|V (σ)

since the latter right-hand side is a (≥ 0) mutiple of the previous right-hand side, and since the

norms of their values at bσ are the same.

• When V (i+ 1) /∈ τd, and when s̃i+1 = 1
‖s1i+1‖

Si+1,

(s̃i)|V (i+1) = νi+1s̃i+1 =
νi+1

‖ s1i+1 ‖Si+1

νi+1 =







‖s1i+1‖
‖s1i ‖

‖Si(bσ)‖
‖Si+1(bσ)‖ if i+ 1 = σ, and if ]V (σ) = 1,

‖s1i+1‖
‖s1i ‖

‖Si(b′i+1)‖
‖Si+1(b′i+1)‖

otherwise.
(3.20)
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Thus, in the second case,

‖ s1i ‖ (s̃i)|V (i+1) =
‖ Si(b′i+1) ‖

‖ Si+1(b′i+1) ‖
Si+1 = (Si)|V (i+1).

In any case, ‖ s1i ‖ (s̃i)|V (i+1) = (Si)|V (i+1).

We conclude that s̃i = 1
‖s1i ‖

Si for any i such that V (i) /∈ τd, with a decreasing induction on i.

Proving that `A = λA ‖ s̃A ‖ when A ∈ (τ \ τd).
If such an A exists, V /∈ τd. Let A = V (i) /∈ τd, and let us prove that `V (i) = λi ‖ s̃i ‖
where Si =‖ s1i ‖ s̃i, ‖ s̃i ‖= 1

‖s1i ‖
, λi =

∏i
j=1 νj and ν1 = `V ‖ s11 ‖. (The latter equality is obvious if

]V = 1, otherwise V /∈ τd and ν1 = `V
‖SV (b′1)‖
‖s̃V (b′1)‖

.)

If i = 1, we are done.

Otherwise, for any j < i, according to 3.20,

νj+1 =
‖ s1j+1 ‖
‖ s1j ‖

‖ (Sj)|V (j+1) ‖
‖ Sj+1 ‖

Therefore,

λi ‖ s̃i ‖ =‖ s̃i ‖
∏i
j=1 νj

= `V
‖s11‖
‖s1i ‖

∏i−1
j=1 νj+1

= `V
∏i−1
j=1

‖(Sj)|V (j+1)‖
‖Sj+1‖

where `V (j)(Sj)|V (j+1) = `V (j+1)Sj+1. It follows that `V (i) = λi ‖ s̃i ‖ by induction on i.

Proving that ũV (σ) = uV (σ), m̃V (σ) = mV (σ) and ˜̀
V (σ) = `V (σ) when V (σ) ∈ τd.

Let V (σ) ∈ τd. We already know that vV (σ) =
w̃V (σ)

‖w̃V (σ)‖ . In particular,

s̃σ = sσ + µV (σ)w̃V (σ)

= sσ + µV (σ) ‖ w̃V (σ) ‖ vV (σ)

=

(

uV (σ)√
]V (σ)

)V (σ)

+mV (σ)vV (σ),

ũV (σ) =
s̃σ(b(V (σ)))

‖ s̃σ(b(V (σ))) ‖ = uV (σ),

√

]V (σ) ‖ s̃σ(b(V (σ))) ‖= 1,

m̃V (σ) = µV (σ)

‖ w̃V (σ) ‖
√

]V (σ) ‖ s̃σ(b(V (σ))) ‖
= mV (σ).

We are left with the proof that ˜̀
V (σ) = `V (σ).

• When σ = 1,

V (σ) = V , ˜̀
V = λ1 = ν1 = `V , and we are done.

• When σ > 1,

Since pτ ◦ ξ ◦ rτ (c) ∈ CτV (M),

˜̀
V (σ)





(

ũV (σ)
√

]V (σ)

)V (σ)

+ m̃V (σ)

w̃V (σ)

‖ w̃V (σ) ‖



 = λσ−1(s̃σ−1)|V (σ),
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Thus, ˜̀
V (σ)s̃σ = `V (σ−1)(SV (σ−1))|V (σ).

Since c ∈ CτV (M),

`V (σ)s̃σ = `V (σ−1)(SV (σ−1))|V (σ).

This implies that ˜̀
V (σ) = `V (σ).

Proving that `A = ˜̀
A, m̃A = mA and ũA = uA when A ∈ τd, A 6= V (σ).

We already know that ΠV (cV ) = ΠV (ξV ◦ rτ (c)) in MV . This map from V to M may be written as

φ∞ ◦ f where f ∈ (R3)V = `V SV if V /∈ τd, and f = `V s̃1 if V ∈ τd. Since both c and pτ ◦ ξ ◦ rτ (c)
satisfy (C1), then `A =‖ f(b(A)) ‖ √

]A and ˜̀
A =‖ f(b(A)) ‖ √

]A. Therefore, `A = ˜̀
A.

Now, f|A is a (≥ 0) multiple of
(

(uA/
√
]A)A +mAvA)

)

and
(

(ũA/
√
]A)A + m̃AvA

)

. Thus, if f|A 6= 0,

using
(

(uA/
√

]A)A +mAvA

)

(b(A)) = (uA/
√

]A) and ‖ uA ‖= 1,

we easily conclude that

(uA/
√

]A)A +mAvA = (ũA/
√

]A)A + m̃AvA.

Now, if f|A = 0, since f|V (i(A)) is a (≥ 0) multiple of s̃i(A), and since s̃i(A) does not vanish on A, we de-

duce that f|V (i(A)) = 0. Then (C3) implies that (s̃i(A))|A is a (≥ 0) multiple of
(

(uA/
√
]A)A +mAvA)

)

and
(

(ũA/
√
]A)A + m̃AvA)

)

, and we conclude as before that

(uA/
√

]A)A +mAvA = (ũA/
√

]A)A + m̃AvA.

This implies of course that m̃A = mA and ũA = uA. �
This finishes the proof of Lemma 3.19 and thus Proposition 3.12 is proved.

�
To prove Lemma 3.18 in this case, we again look at the above proof. Here, k = 1 if and only if

τs = {V } and τd = ∅, that is if and only if Π∞(c0V ) is an injective map from V to (T∞M \ 0) (up to

dilation), that is if and only if c0 ∈ F (∞;V ). Lemma 3.18 is now proved. �

3.7 Proof of Proposition 3.13

First define a smooth map of the following form

H : C2(M) −→ C(V ;M) × C({1};M)× C({2};M)
c 7→ (p2(c), r1(c), r2(c))

whose image will be in CV (M).

Since C2(M) is a blow-up of C(V ;M) along ∞×C1(M) and C1(M) ×∞, we get the canonical

smooth projection

p2 : C2(M) −→ C(V ;M)(
ΠV−−−−→MV ).

Let i ∈ {1, 2}. Let p{i} : MV −→M{i} be the canonical restriction, and let

r̃i = p{i} ◦ ΠV ◦ p2 : C2(M) −→M.

Let ri denote the restriction of r̃i from (ΠV ◦ p2)
−1
(

(M \∞)2
)

to (M \ ∞). We are now going to

define a smooth extension of the ri to C2(M) so that H(C2(M)) ⊆ CV (M).

Let Π1 : C1(M) −→ M be the canonical projection. Since the blow-up of M × (M \ ∞) along

∞× (M \ ∞) is canonically diffeomorphic to the product of the blow-up of M at ∞ by (M \ ∞), it

is easy to observe the following lemma.
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Lemma 3.21 For any two disjoint open subsets V1 and V2 of M , there is a canonical diffeomorphism

(ΠV ◦ p2)
−1(V1 × V2)

(r1, r2)−−−−→Π−1
1 (V1) × Π−1

1 (V2)

where r1 and r2 coincide with the previous maps r1 and r2 wherever it makes sense.

�

Let us now prove that ri extends to a smooth projection from C2(M) onto C1(M). This exten-

sion will be necessarily unique and canonical, it will be denoted by ri. By symmetry, we only consider

the case i = 1. It remains to define r1 on (ΠV ◦ p2)
−1(∞,∞) and to prove that it is smooth there.

The canonical smooth projection ΠM2(∞,∞) from C2(M) to M2(∞,∞) maps (ΠV ◦ p2)
−1(∞,∞) to

(

ST(∞,∞)M
2
)

. In turn, ST(∞,∞)M
2 \ S(0× T∞M) projects onto ST∞M as the first coordinate. It is

easy to see that this smoothly extends the definition of r1 outside Π−1
M2(∞,∞) (S(0 × T∞M)). To con-

clude, we recall the structure of C2(M) near Π−1
M2(∞,∞) (S(0 × T∞M)). According to Proposition 3.5,

since the normal bundle of ∞ ×M at (∞,∞) in M 2 is (T∞M × {0}), Π−1
M2(∞,∞) (S(0 × T∞M)) is

the product ST∞M × S(0× T∞M). Define r1 as the projection on the fiber ST∞M ⊂ C1(M) in this

product. From the chart φ2
∞ : (R3)2 −→M2, that induces the chart

ψ1 : [0,∞[×S((R3)2) ∼= S5 −→M2(∞,∞)

such that ΠV ◦ ψ1(λ; (x, y)) = (φ∞(λx), φ∞(λy)) that in turn, induces the chart near S(0 × T∞M)

ψ2 : [0,∞[×R3 × S2 −→M2(∞,∞)

such that ΠV ◦ ψ2(λ; (x, y)) = (φ∞(λx), φ∞(λy)), we get a chart

ψ3 : [0,∞[×([0,∞[×S2) × S2 −→ C2(M)

such that ΠV ◦ p2 ◦ψ3(λ;µ;x; y)) = (φ∞(λµx), φ∞(λy)). Using a similar chart for C1(M), r1 will read

(λ;µ;x; y) 7→ (λµ;x)

and is smooth.

Now, our map H is well-defined and smooth. The elements of H(C2(M)) satisfy (C1) and (C3)

(of Lemmas 3.1 and 3.9). Thus, since V has two elements, H(C2(M)) ⊆ CV (M) and we have defined

a smooth map H from C2(M) to CV (M), that extends the identity of C̆2(M).

Let pV : CV (M) −→ C(V ;M) be the canonical projection. Define

K : CV (M) −→ C2(M)

so that

K(cV , c1, c2) =

{

p−1
2 (cV ) if cV /∈ (∞× C1(M)) ∪ (C1(M) ×∞)

(r1, r2)
−1(c1, c2) if ΠV (cV ) is not constant.

The map K is consistently defined outside p−1
V ((∞ × ∂C1(M)) ∪ (∂C1(M) × ∞)), and it is smooth

there. We shall extend K by the canonical identifications on p−1
V ((∞ × ∂C1(M)) ∪ (∂C1(M) × ∞))

and use the charts of CV (M), near p−1
V ((∞×∂C1(M))∪ (∂C1(M)×∞)) to prove the smoothness. For

example, p−1
V ((∞×∂C1(M)) is the subset of S({0}×T∞M)×S(T∞M ×{0})×S({0}×T∞M) where

the first and third coordinate coincide. There, τd = ∅, τs = {V, {1}}, and the chart ξ of Subsection 3.6

reads:

(ν1, ν2, s1 = sV , s2 = s{1}) 7→ (ψ(V ;φ∞)(ν1 ‖ sV + ν2s{1} ‖; sV +ν2s{1}

‖sV +ν2s{1}‖ ),
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ψ({1};φ∞)(ν1ν2; s{1}), ψ({2};φ∞)(ν1; sV (2))).

Mapping ξ(ν1, ν2, s1 = sV , s2 = s{1}) to ψ3(ν1, ν2, s{1}, sV (2)) (where ψ3 is defined above in this sub-

section) smoothly extends K to p−1
V ((∞×∂C1(M)). Similarly, K smoothly extends to p−1

V (∂C1(M)×
∞). Then K and H are smooth maps that extend the identity of C̆2(M) that is dense in both spaces.

Therefore K and H are inverse of each other and they are diffeomorphisms. �

67



References

[AM] S. Akbulut and J. McCarthy, Casson’s invariant for oriented homology 3-spheres, an expo-

sition. Mathematical Notes 36, Princeton University Press, Princeton 1990

[AS1] S. Axelrod and I. M. Singer, Chern–Simons perturbation theory, Proceedings of the XXth

International Conference on Differential Geometric Methods in Theoretical Physics, Vol. 1, 2

(New York, 1991), World Sci. Publishing, River Edge, NJ (1992) 3–45

[AS2] S. Axelrod and I. M. Singer, Chern–Simons perturbation theory. II, J. Differential Geom.

39, no. 1 (1994) 173–213

[BC1] R. Bott and A. S. Cattaneo, Integral invariants of 3-manifolds. J. Differential Geom. 48,

no. 1 (1998) 91–133

[BC2] R. Bott and A. S. Cattaneo, Integral invariants of 3-manifolds. II. J. Differential Geom.

53, no. 1 (1999) 1–13

[BT] R. Bott and C. Taubes, On the self-linking of knots, Jour. Math. Phys. 35 (10) (1994)

5247–5287

[C] A. S. Cattaneo, Configuration space integrals and invariants for 3-manifolds and knots. Low-

dimensional topology (Funchal, 1998), Contemp. Math., 233, Amer. Math. Soc., Providence, RI,

(1999) 153–165

[FMcP] W. Fulton and R. MacPherson A compactification of configuration spaces. Ann. of Math.

(2) 139 (1994), no. 1, 183–225

[GGP] S. Garoufalidis, M. Goussarov, M. Polyak, Calculus of clovers and finite type invariants

of 3-manifolds. Geometry and Topology, Vol. 5 (2001), Paper no. 3, 75–108

[Ha] K. Habiro, Claspers and finite type invariants of links. Geometry and Topology 4 (2000), 1–83

[Ko] M. Kontsevich, Jacobi diagrams and low-dimensional topology, First European Congress of

Mathematics II 97–121, Birkhäuser Basel 1994
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164

[MS] J. W. Milnor, J. Stasheff Characteristic classes. Annals of Mathematics Studies, No. 76.

Princeton University Press, 1974

68



[O] T. Ohtsuki, Finite type invariants of integral homology 3-spheres. J. Knot Theory Ramifications

5 (1996), no. 1, 101–115

[Po] S. Poirier, The configuration space integral for links and tangles in R3, Algebr. Geom. Topol.

2 (2002), 1001–1050

[Se] J.-P. Serre, Cours d’arithmétique. Presses Universitaires de France 1970

[W] K. Walker, An extension of Casson’s Invariant, Annals of Math. Studies 126, Princeton Uni-

versity Press 1992

[Wi] E. Witten, Quantum field theory and the Jones polynomial. Comm. Math. Phys. 121 (1989),

no. 3, 351–399

69



Terminology

blow-up, 37, 38

dilation, 37

edge-orientation, 6

form

admissible, 18

antisymmetric, 5

fundamental, 5

half-edge, 5

Jacobi diagram, 5

automorphism of, 5, 16

edge-oriented, 16

labelled, 16

orientation of, 5

linking number, 12

orientation of a finite set, 6

Pontryagin class, 8, 29

Pontryagin number, 8, 9

trivialisation standard near ∞, 4

vertex-orientation, 6
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Notation

A(∅), 10

An(∅), 5

AS, 6

]Aut(Γ), 5, 16

b(A), 48, 55

b′(A), 51, 59

B3(r), 4

C(A; b(A); τ), 48

C(A;M), 37, 40

C̆n(M), 14

C̆V (Γ)(M), 6

C1(M), 3, 37

C̃V (M), 44

C2(M), 3, 12, 14, 19, 45

CV (M), 14, 37, 43, 44

C(V (i); τ), 55

∂1(CV (M)), 15

∂1(SV (X)), 16

δn, 17, 18

En, 17

E(Γ), 5

E1, 9, 10, 27, 34

F (B), 15

f(B)(X), 15

F (∞;B), 14

F (V ), 25

ΓB , 20

GM (ρ), 28, 32

H, 7

H(Γ), 5

IΓ,F , 19

IΓ(M ; Ω), 17

IΓ(ωM ), 7

IΓ(ωT ), 10

IHX, 6, 23

ι, 5, 10

ι, 5

i2(mC
r ), 9, 30, 31

ξ, 10, 11

ξn, 10, 18, 24

ξ1, 34, 36

λ, 3, 11

λW , 11

LM , 12

MA(∞A), 37

mr, 30

mC
r , 30

M2(∞,∞), 3

O(A; b(A); τ), 48

Ω, 16

ωT , 10, 17, 36

O(V (i); τ), 55

pA, 37

pe, 6, 10

P (Γ), 16

φ∞, 39

ΠA, 37

Pi(Γ), 16

Π∞(c0A), 54

Π∞,d(c
0
A), 54

pM (τM ), 5

p1, 8, 9, 29, 32

ψ(A;φ; b), 41

ψ(A;φ∞), 42

ψ(A;φ∞; b), 42

ψ(g), 9

ρ, 7, 10, 28, 30

S̆n(X), 9, 14

S̆V (X), 9

Si(T∞MB), 14

S2(E1), 10, 17, 34

S(V ), 3

SV (R3), 45

SV (X), 14

τ(c0), 48, 54

τd, 54, 55

τs, 54, 55

V (Γ), 5

X(Z), 37, 38

Z(M), 10, 11

Z(M ; τM ), 10, 17

zn(E;ω), 24, 25

Zn(M), 7

Zn(M ; τM ), 7

Zn(ωM ), 18

zn(τM ), 17
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