# Dynamics of helical vortex filaments in non viscous incompressible flows 

Martin Donati, Christophe Lacave, Evelyne Miot

March 4, 2024


#### Abstract

In this paper we study concentrated solutions of the three-dimensional Euler equations in helical symmetry without swirl. We prove that any helical vorticity solution initially concentrated around helices of pairwise distinct radii remains concentrated close to filaments. As suggested by the vortex filament conjecture, we prove that those filaments are translating and rotating helices. Similarly to what is obtained in other frameworks, the localization is weak in the direction of the movement but strong in its normal direction, and holds on an arbitrary long time interval in the naturally rescaled time scale. In order to prove this result, we derive a new explicit formula for the singular part of the Biot-Savart kernel in a two-dimensional reformulation of the problem. This allows us to obtain an appropriate decomposition of the velocity field to reproduce recent methods used to describe the dynamics of vortex rings or point-vortices for the lake equation.


## 1 Introduction

The purpose of this paper is to study the time evolution for 3D inviscid flows for which the vorticity is initially concentrated around helical curves.

We consider the Euler equations governing the dynamics of a three-dimensional inviscid, incompressible fluid in a domain $\Omega$ :

$$
\begin{cases}\partial_{t} U+(U \cdot \nabla) U=-\nabla P & \text { in } \Omega \times \mathbb{R}_{+}^{*},  \tag{E}\\ \operatorname{div}(U)=0 & \text { in } \Omega \times \mathbb{R}_{+}, \\ U \cdot n=0 & \text { on } \partial \Omega \times \mathbb{R}_{+},\end{cases}
$$

where $n$ is the outward normal vector, $U: \Omega \times \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}^{3}$ denotes the velocity of the fluid and $P$ the pressure. We shall focus on particular flows, called vortex filaments, for which the vorticity $\operatorname{curl}(U)$ is sharply concentrated in a thin tube around a curve in $\mathbb{R}^{3}$. Understanding the stability (namely, whether the concentration of the filament around a curve persists in time) and the dynamics of vortex filaments in three-dimensional flows are a longstanding issue in mathematical physics. Da Rios formally derived in [8] that, to leading order, the asymptotic motion law for one single vortex filament in a tube of size $\varepsilon$ around a curve parametrized by $\chi(\cdot, t)$, with arc-length parameter $\sigma$, is governed by the binormal curvature flow:

$$
\begin{equation*}
\partial_{t} \chi=c|\ln \varepsilon|\left(\partial_{\sigma} \chi \times \partial_{\sigma \sigma} \chi\right) \tag{BF}
\end{equation*}
$$

where $c$ is the curvature. Note that ( BF ) exhibits some trivial solutions: the stationary vortex line, the uniformly translating circle (known as "vortex ring") and the translating-rotating helix (referred to as "helical filaments" in the remaining of the paper). We refer e.g. to [22] and to references therein for a general introduction on the subject. The "vortex filament conjecture" is the conjecture that vorticity initially concentrated around a curve remains close to a curve evolving according to (BF) to leading order for at least a certain interval of time. While it is completely settled in the 2D case (where vortex filaments reduce to point vortices), see [23], it is open in general. Jerrard and Seis [20] provided a rigorous derivation of (BF) assuming the vorticity remains concentrated around the curve.

Without assuming a priori concentration, further results have been obtained under supplementary symmetry assumptions. For axisymmetric flows without swirl, Buttà, Cavallaro and Marchioro [4]
recently rigorously justified the dynamics of several vortex rings of different radii. They also established a "semi-strong" localization result: the filaments remains for all time sharply localized in the radial direction (namely with respect to the distance to the symmetry axis). Their approach inspired a recent work by Hientzsch, Lacave and Miot [19] in the setting of point vortices for the lake equations, which is a 2D model for incompressible flows inheriting an anelastic constraint from the 3D case.

In the special case of vortex rings, Fraenkel [15] exhibited a family of solutions of (E) such that the corresponding vorticity concentrates for all time on a curve solution of (BF). In [9] Davila, Pino, Musso and Wei constructed such a family of solutions that do not change form, concentrating to one or several polygonally distributed rotating-translating helical filaments, by means of elliptic singular perturbation techniques. Another kind of construction was obtained by Cao and Wan in [6]. We also mention the recent work by Guerra and Musso [17], that constructs a special family of solutions concentrating to a collapsing configuration of helical filaments. Nevertheless, all these particular solutions are related to a certain class of initial data.

Our objective here is to establish the dynamics of helical filaments starting from generic initial data, with very few and natural assumptions relating only to the initial concentration, and with other techniques.

The helical symmetry is a physically relevant framework since this symmetry is obtained in many different contexts, in particular in the wake of rotors. This covers a wide range of situations from the study of wind or water turbine to vertical flight of helicopters for instance. Moreover, in the wake of each wing of an airplane, vortices of the same sign are created on straight lines, but immediately start interacting with each other, inducing a rotation that creates a local helical symmetry. Recent papers (see for instance $[2,1,7]$ ) study theoretically, numerically and experimentally physical properties of such flows and in particular instabilities due to non helical perturbations and viscosity.

We now introduce with some more details our working framework. We focus on flows with helical symmetry and without helical swirl. More precisely, following [13, 14], for some fixed $h>0$ we define the following operators for all $\theta \in \mathbb{R}$ :

$$
R_{\theta}=\left(\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right) \quad \text { and } \quad S_{\theta, h} x=R_{\theta} x+h\left(\begin{array}{l}
0 \\
0 \\
\theta
\end{array}\right), \quad x \in \Omega
$$

and we say that $\Omega$ is a helical domain if it satisfies $S_{\theta, h} \Omega=\Omega$, for all $\theta \in \mathbb{R}$. We say that $(U, P)$ is a helical solution to ( E ) on the helical domain $\Omega$ if:

$$
U\left(S_{\theta, h} x\right)=R_{\theta} U(x), \quad P\left(S_{\theta, h} x\right)=P(x), \quad \forall x \in \Omega, \quad \forall \theta \in \mathbb{R}
$$

Finally, we say that $(U, P)$ is helical without swirl if $(U, P)$ is helical and $U$ is orthogonal to the helices, namely:

$$
U(x) \cdot \xi(x)=0, \quad \forall x=\left(\begin{array}{l}
x_{1}  \tag{1.1}\\
x_{2} \\
x_{3}
\end{array}\right) \in \Omega, \text { where } \xi(x)=\left(\begin{array}{c}
-x_{2} \\
x_{1} \\
h
\end{array}\right) .
$$

Such properties are formally preserved by (E).
Global existence and uniqueness of weak solutions to (E) that are helical without swirl have been proved in [13, 14, 3, 21, 18]. Such solutions are also Lagrangian, see Section 2.1 hereafter for more details. It turns out that the "no swirl" condition implies that the vorticity is parallel to $\xi$ which allows us to define a scalar quantity $\omega$ :

$$
\operatorname{curl} U(x, t)=\frac{1}{h} \omega\left(\widetilde{R}_{-\frac{x_{3}}{h}}\left(x_{1}, x_{2}\right), t\right) \xi(x), \text { where } \widetilde{R}_{\theta}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{1.2}\\
\sin \theta & \cos \theta
\end{array}\right) .
$$

From this observation, it was proved in [14] that, for helical flows without swirl, Equation (E) reduces to a two-dimensional system for the vorticity posed on the 2 D cross-section $\mathcal{U}=\left\{\left(x_{1}, x_{2}\right) \mid\left(x_{1}, x_{2}, 0\right) \in \Omega\right\}$
of $\Omega$ :

$$
\begin{cases}\partial_{t} \omega+v \cdot \nabla \omega=0 & \text { in } \mathcal{U} \times \mathbb{R}_{+}^{*},  \tag{1.3}\\ v=\nabla^{\perp} \Psi & \text { in } \mathcal{U} \times \mathbb{R}_{+}, \\ \operatorname{div}(K \nabla \Psi)=\omega & \text { in } \mathcal{U} \times \mathbb{R}_{+}, \quad \Psi=0 \text { on } \partial \mathcal{U} \times \mathbb{R}_{+}, \\ \omega(\cdot, 0)=\omega_{0} & \text { in } \mathcal{U},\end{cases}
$$

where $K$ is a symmetric positive-definite matrix defined by

$$
K(x)=\frac{1}{x_{1}^{2}+x_{2}^{2}+h^{2}}\left(\begin{array}{cc}
h^{2}+x_{2}^{2} & -x_{1} x_{2}  \tag{1.4}\\
-x_{1} x_{2} & h^{2}+x_{1}^{2}
\end{array}\right)
$$

We have used the notation, $\nabla^{\perp} \Psi=(\nabla \Psi)^{\perp}$ with the convention $(a, b)^{\perp}=(-b, a)$. For this result and for the rest of this article, we assume that $\mathcal{U}$ is a bounded, simply connected domain, with $C^{1,1}$ boundary for simplicity reasons. More details on weak solutions to (1.3) will be given in Section 2.1.

In the 2 D reduction of the 3 D system, vortex filaments reduce to point vortices, that correspond to the 2 D projection of the filaments. So we are left to investigating the persistence and dynamics of point vortices for Equation (1.3). Note that in view of (BF), it is more judicious to consider another time-scale in order to obtain a velocity of order one when considering concentrated vortices, thus we are led to consider a rescaled system:

$$
\begin{cases}\partial_{t} \omega^{\varepsilon}+\frac{1}{|\ln \varepsilon|} v^{\varepsilon} \cdot \nabla \omega^{\varepsilon}=0 & \text { in } \mathcal{U} \times \mathbb{R}_{+}^{*},  \tag{1.5}\\ v^{\varepsilon}=\nabla^{\perp} \Psi^{\varepsilon} & \text { in } \mathcal{U} \times \mathbb{R}_{+}, \\ \operatorname{div}\left(K \nabla \Psi^{\varepsilon}\right)=\omega^{\varepsilon} & \text { in } \mathcal{U} \times \mathbb{R}_{+}, \quad \Psi^{\varepsilon}=0 \text { on } \partial \mathcal{U} \times \mathbb{R}_{+}, \\ \omega^{\varepsilon}(\cdot, 0)=\omega_{0}^{\varepsilon} & \text { in } \mathcal{U} .\end{cases}
$$

One of the contributions of this paper is that in Proposition 2.5 we obtain an important decomposition of the Green's function of the operator $\mathcal{L}=\operatorname{div}(K \nabla \cdot)$ as

$$
\mathcal{G}_{K, \mathcal{U}}:=G_{K}+S_{K, \mathcal{U}}
$$

where $S_{K, \mathcal{U}} \in W^{1, \infty}$ and $G_{K}$ is explicitly given at (2.5). A similar decomposition was obtained in [6] exhibiting a different singular term, but the remainder did not have the regularity $W^{1, \infty}$ which we crucially need in the following. From this Green's function, we obtain a Biot-Savart law that gives in Proposition 2.6 a sharp decomposition of the velocity field $v^{\varepsilon}$.

We may now state our main result as follows:
Theorem 1.1. Assume that there exists $R_{\mathcal{U}}>0$ such that $B\left(0, R_{\mathcal{U}}\right) \subset \mathcal{U}$. Let $\left(z_{i, 0}\right)_{1 \leqslant i \leqslant N}$ be $N$ points in $B\left(0, R_{\mathcal{U}}\right)$ such that $\left|z_{i, 0}\right| \neq\left|z_{j, 0}\right|$ for every $i \neq j$. Let $\gamma_{i} \in \mathbb{R}^{*}$.

For every $\varepsilon>0$ such that $\varepsilon<R_{\mathcal{U}}-\max _{i}\left|z_{i, 0}\right|$, let $\omega_{0}^{\varepsilon} \in L^{\infty}(\mathcal{U})$ such that

$$
\left\{\begin{array}{l}
\omega_{0}^{\varepsilon}=\sum_{i=1}^{N} \omega_{i, 0}^{\varepsilon},  \tag{1.6}\\
\operatorname{supp} \omega_{i, 0}^{\varepsilon} \subset B\left(z_{i, 0}, \varepsilon\right), \\
\omega_{i, 0}^{\varepsilon} \text { has a definite sign and } \int_{\mathcal{U}} \omega_{i, 0}^{\varepsilon}(x) \mathrm{d} x=\gamma_{i}, \\
\left|\omega_{0}^{\varepsilon}\right| \leqslant \frac{M_{0}}{\varepsilon^{2}}, \quad \text { for some } M_{0}>0 .
\end{array}\right.
$$

For $T>0$, let $\left(v^{\varepsilon}, \omega^{\varepsilon}\right)$ be the unique weak solution of (1.5) on $[0, T]$ (in the sense of Definition 2.1 below). Let $z_{i}(t)=\widetilde{R}_{t \nu_{i}} z_{i, 0}$ with

$$
\nu_{i}=-\frac{\gamma_{i}}{4 \pi h \sqrt{\left|z_{i, 0}\right|^{2}+h^{2}}}
$$

Then, there exists a decomposition

$$
\omega^{\varepsilon}=\sum_{i=1}^{N} \omega_{i}^{\varepsilon}, \quad \omega_{i}^{\varepsilon} \in L^{\infty}(\mathcal{U})
$$

which satisfies:
(i) A weak localization property: there are $C_{T}, \varepsilon_{T}>0$ such that, for any $\varepsilon \in\left(0, \varepsilon_{T}\right]$, we have

$$
\sup _{t \in[0, T]}\left|\gamma_{i}-\int_{B\left(z_{i}(t), r_{\varepsilon}\right)} \omega_{i}^{\varepsilon}(x, t) \mathrm{d} x\right| \leqslant \frac{C_{T}}{\ln |\ln \varepsilon|}, \quad \text { where } \quad r_{\varepsilon}=\left(\frac{\ln |\ln \varepsilon|}{|\ln \varepsilon|}\right)^{1 / 2}
$$

and

$$
\sup _{t \in[0, T]}\left|\frac{1}{\gamma_{i}} \int_{\mathcal{U}} x \omega_{i}^{\varepsilon}(x, t) \mathrm{d} x-z_{i}(t)\right| \leqslant \frac{C_{T}}{\sqrt{|\ln \varepsilon|}}
$$

(ii) A strong localization property in the radial direction: for every $\kappa \in(0,1 / 4)$, there is $C_{\kappa, T}$ and $\varepsilon_{\kappa, T}>0$ such that, for every $\varepsilon \in\left(0, \varepsilon_{\kappa, T}\right]$, we have

$$
\operatorname{supp} \omega_{i}^{\varepsilon}(\cdot, t) \subset\left\{x \in \mathcal{U},\left||x|-\left|z_{i, 0}\right|\right| \leqslant \frac{C_{\kappa, T}}{|\ln \varepsilon|^{\kappa}}\right\}, \quad \text { for all } \quad t \in[0, T]
$$

From Theorem 1.1, after reconstructing the 3D flow from the 2D solution, we indeed see that for any concentrated initial vorticity, the solution remains close to the translating rotating helices given by (BF). The velocities $\nu_{i}$ are coherent with this model and with other results on the subject (see [6, Equation (3.1)] for instance, where their $\nu$ has the opposite sign but their matrix of rotation is clockwise).

We recall that the main difference of Theorem 1.1 with the results obtained in [9] is that we prove the localization for a much larger class of initial data. However the localization in Theorem 1.1 is only weak in the direction of the movement, while [9] obtains a strong confinement in both directions due to the choice of a well prepared initial data. Due to this weak confinement, we are restricted to study helices of different radii which excludes in particular the case of polygonally distributed helices, covered in [9].

This weak confinement in the direction of the movement is a quite natural limitation. Indeed, for general initial data, even in the usual planar 2D case, some filamentation may happen in bounded time, namely some vorticity may be driven away from the core of the vortex. In 3D, this vorticity would then slow down compared to the core of the filament (recall that the leading order movement is due to the self interaction of the filament due to concentration and his curvature), which in turns drives the lost vorticity further away.

Our strategy is to follow the techniques of $[4,5]$ and developed by [19]. The plan of the paper is the following. In Section 2, we recall and establish properties of the reduction to the 2 D problem. In particular, in Proposition 2.5 we derive an explicit formula for the singular part of the Biot-Savart kernel for this problem. In Section 3, we set up the proof of Theorem 1.1 and introduce an other reduced model, considering a single filament in an exterior field. Section 4 is dedicated to this reduced model. We control different quantities such as the energy and vorticity moments of the solution to derive the dynamics and obtain the localization results. Section 5 concludes the proof of Theorem 1.1.

Remarks on notation. Except in Subsection $2.1, x$ will from now on denote a point $\left(x_{1}, x_{2}\right)$ in $\mathbb{R}^{2}$, and we save then the notation $X$ for the following definition: $|X|:=\sqrt{|x|^{2}+h^{2}}$. Similarly, $y, z$, and $b^{\varepsilon}(t)$ will be points in $\mathbb{R}^{2}$ and $|Y|,|Z|$, and $\left|B^{\varepsilon}(t)\right|$ should be understood according to the previous definition. Unless specified otherwise, the integrals are always on $\mathcal{U}$. The values of the constants named $C$ are always irrelevant and may change from line to line. The constants $C$ are allowed to depend on $\mathcal{U}$ and $h$ without further mention since those objects are fixed once and for all.

## 2 The helical symmetry framework

### 2.1 Some known facts on the 2 D reduction and the well-posedness of the 3D Euler in helical symmetry

Let $\Omega$ be a helical domain with 2 D cross-section $\mathcal{U}$. In order to use known results on well-posedness for the three-dimensional Euler equation (E), we shall always assume in this section that $\mathcal{U}$ is simply connected, bounded and has $C^{1,1}$ boundary. Let an initial vector field $U_{0}$ be smooth and without helical swirl (i.e. satisfying $\left(U_{0} \cdot \xi\right)(x)=0$, for all $x \in \Omega$ with $\xi$ defined in (1.1)). It was proved in [14] that any smooth helical solution of ( E ) remains without helical swirl for positive times. In this case, the three-dimensional vorticity curl $U$ is related to a scalar quantity $\omega$ via (1.2), and (E) reduces to System (1.3) for $\omega$, with $K$ defined by (1.4).

In domains with bounded cross-section, global well-posedness for smooth helical solutions of (E) was obtained by Dutrifoy [13], whereas global well-posedness of weak (bounded) solutions of (1.3) was proved by Ettinger and Titi [14]. For the whole space $\mathbb{R}^{3}$, Bronzi, Lopes and Lopes [3] established the global existence of a weak solution for $\operatorname{curl} U_{0} \in L_{c}^{p}\left(\mathbb{R}^{3}\right)$. Such a result was extended in [21] for $\operatorname{curl} U_{0} \in L^{1} \cap L^{p}\left(\mathbb{R}^{3}\right)($ for $p \in(1, \infty])$.

Finally, Guo and Zhao used a Lagrangian method to establish in [18] global existence and uniqueness of the weak helical solution without swirl for $(\mathrm{E})$ when the initial vorticity curl $U_{0} \in L_{1}^{1} \cap L_{1}^{\infty}\left(\mathbb{R}^{3}\right)$. They also proved that the solution to the corresponding 2D reduction is a Lagrangian solution, namely it is constant along the characteristics of the flow associated to the velocity field.

We shall consider here the following definition of a weak solution to (1.3), which is mainly inspired ${ }^{1}$ by [14, Definition 3.10]. Before stating our definition, we need to introduce the following operator

$$
\begin{equation*}
\mathcal{L} \Psi:=\operatorname{div}(K \nabla \Psi) \tag{2.1}
\end{equation*}
$$

for $\Psi$ an integrable function in $\mathcal{U}$.
Definition 2.1. Let $\omega_{0} \in L^{\infty}(\mathcal{U})$. Let $\Psi_{0} \in W^{2,1} \cap H_{0}^{1}(\mathcal{U})$ be the unique solution of $\mathcal{L} \Psi_{0}=\omega_{0}$. We set $v_{0}=\nabla^{\perp} \Psi_{0}$. We say that $(v, \omega)$ is a weak bounded solution of (1.3) on $[0, T]$ with initial condition $\left(v_{0}, \omega_{0}\right)$ if:

1. There exists $\Psi \in L^{\infty}\left([0, T], W^{2,1}(\mathcal{U})\right)$ with $\Psi=0$ a.e. on $\partial \mathcal{U} \times[0, T]$ such that $v=\nabla^{\perp} \Psi$ and $\omega=\mathcal{L} \Psi$ a.e. in $\mathcal{U} \times[0, T] ;$
2. We have $\omega \in L^{\infty}(\mathcal{U} \times[0, T])$;
3. For all test function $\Phi$ in $C_{c}^{\infty}(\mathcal{U} \times[0, T))$, we have

$$
-\int_{\mathcal{U}} \Phi(x, 0) \omega_{0}(x) \mathrm{d} x=\int_{0}^{T} \int_{\mathcal{U}} \omega(x, s)\left(\partial_{t} \Phi+v \cdot \nabla \Phi\right)(x, s) \mathrm{d} x \mathrm{~d} s
$$

As already mentioned, existence and uniqueness of the weak bounded solution as in Definition 2.1 for all $T>0$ is proved in [14, Theorem 3.11]. Moreover, the velocity field $v=\nabla^{\perp} \Psi$ satisfies the Calderón-Zygmund inequality [14, Corollary 3.8]: we have $\|\nabla v(\cdot, t)\|_{L^{p}} \leqslant C p\|\omega(\cdot, t)\|_{L^{p}} \leqslant$ $C p\|\omega(\cdot, t)\|_{L^{\infty}}$ for all $2 \leqslant p<\infty$. Observing that $\operatorname{div} v=0$ a.e. on $\mathcal{U} \times[0, T]$ and that $v \cdot n=0$ a.e. on $\partial \mathcal{U} \times[0, T]$, we may apply classical results by DiPerna and Lions [12, p. 546] on the theory of linear transport equations and Lagrangian flows, see also [11, Theorem 1, Theorem 2]. We infer that there exists a unique measure-preserving Lagrangian flow $X:\left(x, t, t_{0}\right) \in \mathcal{U} \times[0, T] \times[0, T] \mapsto X\left(x, t, t_{0}\right) \in \mathcal{U}$ associated to $v$. Moreover, denoting further $X(x, t)=X(x, t, 0)$ for simplicity, the unique weak solution $\omega \in L^{\infty}(\mathcal{U} \times[0, T])$ to the transport equation $\partial_{t} \omega+v \cdot \nabla \omega=0$ satisfies

$$
\omega(\cdot, t)=X(\cdot, t)_{\#} \omega_{0}, \quad \forall t \in[0, T]
$$

in the sense that for all $\varphi \in C_{c}(\mathcal{U})$ we have $\int_{\mathcal{U}} \omega(x, t) \varphi(x) \mathrm{d} x=\int_{\mathcal{U}} \omega_{0}(x) \varphi(X(x, t)) \mathrm{d} x$.

[^0]By Morrey's inequality, Caldéron-Zygmund's estimate implies that $|v(x, t)-v(y, t)| \leqslant C_{T} p \mid x-$ $\left.y\right|^{1-2 / p}$, for all $p>1$. Setting $p=|\ln | x-y| |$ for $|x-y|<e$, we then get that $v$ is log-lipschitz locally uniformly in time: $|v(x, t)-v(y, t)| \leqslant C_{T}|x-y|(1+|\ln | x-y \mid)$ for $t \in[0, T)$ and $x, y \in \mathcal{U}$. By Cauchy-Lipschitz theorem, we infer that for a.e $x \in \mathcal{U}$ the curve $t \mapsto X(x, t)$ is the unique solution in $C^{1}([0, T) ; \mathcal{U})$ to the ODE

$$
\frac{\mathrm{d} X(x, t)}{\mathrm{d} t}=v(X(x, t), t), \quad X(x, 0)=x .
$$

Let us note that the divergence free condition immediately implies the conservation of the $L^{p}$ norm: $\|\omega(\cdot, t)\|_{L^{p}}=\left\|\omega_{0}\right\|_{L^{p}}$, for $t \in[0, T]$, for $p \in[1, \infty]$.

In the setting of (1.6), the fact that the log-lipschitz constant of the velocity field $v^{\varepsilon}$ depends on $\left\|\omega^{\varepsilon}(\cdot, t)\right\|_{L^{\infty}}=\left\|\omega_{0}^{\varepsilon}\right\|_{L^{\infty}}$, diverging possibly as $\varepsilon^{-2}$, constitutes a major difficulty. Indeed, this does not allow to control the distance between the supports of the components $\omega_{i}^{\varepsilon}$ and $\omega_{j}^{\varepsilon}$ uniformly in $\varepsilon$. Such a uniform control will be included in the forthcoming definition of $T_{\varepsilon}$, see (3.5), and one of the main consequences of the strong localization will be to state that $T_{\varepsilon}=T$.

Remark 2.2. In view of the relation in terms of the flow map, it is natural to define the decomposition of $\omega^{\varepsilon}$ in Theorem 1.1 as the transport of the decomposition of the initial data:

$$
\omega_{i}^{\varepsilon}(\cdot, t):=X_{\varepsilon}(\cdot, t)_{\# \omega_{i, 0}^{\varepsilon}}=\omega_{i, 0}^{\varepsilon} \circ X_{\varepsilon}(\cdot, t)^{-1}
$$

### 2.2 Some useful properties of the matrix $K$

We recall that the definition of $K$ is given at (1.4), that $h>0$ is given and that for every $x \in \mathbb{R}^{2}$ we denote by $|X|:=\sqrt{|x|^{2}+h^{2}}$. We observe that we have the following decomposition:

$$
\forall x \in \mathbb{R}^{2}, \quad K(x)=I_{2}-\frac{1}{h^{2}+|x|^{2}} N(x) \text { with } N(x)=\left(\begin{array}{cc}
x_{1}^{2} & x_{1} x_{2} \\
x_{1} x_{2} & x_{2}^{2}
\end{array}\right) .
$$

The eigenvalues of $N(x)$ are 0 and $|x|^{2}$ associated respectively to the eigenvectors $x^{\perp}$ and $x$. Moreover,

$$
N(x)^{2}=|x|^{2} N(x)
$$

Consequently, we have the following lemma.
Lemma 2.3. For every $x \in \mathbb{R}^{2}, K(x)$ is a symmetric positive-definite matrix, with eigenvalues 1 and $h^{2} /|X|^{2}$ so that

$$
\operatorname{det} K(x)=\frac{h^{2}}{|X|^{2}}
$$

In particular, $K$ is uniformly elliptic in the bounded domain $\mathcal{U}$.
Setting

$$
\Lambda(x)=I_{2}+\frac{1}{h|X|+h^{2}} N(x)=I_{2}+\frac{1}{h|X|+h^{2}}\left(\begin{array}{cc}
x_{1}^{2} & x_{1} x_{2} \\
x_{1} x_{2} & x_{2}^{2}
\end{array}\right)
$$

we can check that its inverse is given by

$$
\Lambda(x)^{-1}=I_{2}-\frac{1}{h|X|+|X|^{2}} N(x)
$$

and that

$$
\left(\Lambda(x)^{-1}\right)^{2}=K(x), \quad \forall x \in \mathbb{R}^{2}
$$

In order to study the elliptic problem $\mathcal{L} \Psi=\omega$ on $\mathcal{U}$, it will be useful to introduce a $C^{1}$ diffeomorphism $T$ such that $\mathrm{D} \mathcal{T}$ is proportional to $K^{-1 / 2}$.

Lemma 2.4. There exists a radial function $f \in C^{\infty}\left(\mathbb{R}^{2},[1,+\infty)\right)$ and a $C^{1}$-diffeomorphism $\mathcal{T}: \mathbb{R}^{2} \rightarrow$ $\mathbb{R}^{2}$ such that $\mathrm{D} \mathcal{T}(x)=f(x) K(x)^{-1 / 2}=f(x) \Lambda(x)$.

Proof. Let $f(x)=\rho\left(x_{1}^{2}+x_{2}^{2}\right)$ where $\rho \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}^{*}\right)$ will be chosen later. Now let

$$
\forall x \in \mathbb{R}^{2}, \quad \mathcal{T}(x):=f(x) x=\rho\left(x_{1}^{2}+x_{2}^{2}\right)\binom{x_{1}}{x_{2}}
$$

We compute:

$$
\begin{aligned}
\mathrm{D} \mathcal{T}(x) & =\rho\left(x_{1}^{2}+x_{2}^{2}\right) I_{2}+2 \rho^{\prime}\left(x_{1}^{2}+x_{2}^{2}\right)\left(\begin{array}{cc}
x_{1}^{2} & x_{1} x_{2} \\
x_{1} x_{2} & x_{2}^{2}
\end{array}\right)=\rho\left(x_{1}^{2}+x_{2}^{2}\right) I_{2}+2 \rho^{\prime}\left(x_{1}^{2}+x_{2}^{2}\right) N(x) \\
& =\rho\left(x_{1}^{2}+x_{2}^{2}\right)\left(I_{2}+\frac{2 \rho^{\prime}\left(x_{1}^{2}+x_{2}^{2}\right)}{\rho\left(x_{1}^{2}+x_{2}^{2}\right)} N(x)\right)
\end{aligned}
$$

This means that $\mathrm{D} \mathcal{T}(x)=f(x) \Lambda(x)$ if and only if

$$
\frac{2 \rho^{\prime}\left(x_{1}^{2}+x_{2}^{2}\right)}{\rho\left(x_{1}^{2}+x_{2}^{2}\right)}=\frac{1}{h|X|+h^{2}}
$$

which also writes

$$
\begin{equation*}
\frac{\rho^{\prime}(s)}{\rho(s)}=g(s), \quad \forall s \geqslant 0 \tag{2.2}
\end{equation*}
$$

with

$$
g(s)=\frac{1}{2\left(h \sqrt{s+h^{2}}+h^{2}\right)}
$$

We then take

$$
\rho(s)=\exp \left(\int_{0}^{s} g(u) \mathrm{d} u\right) \geqslant 1, \quad \forall s \geqslant 0
$$

and check that (2.2) holds true, hence that $\mathrm{D} \mathcal{T}(x)=f(x) \Lambda(x)$.
Now we need to prove that $\mathcal{T}$ is a $C^{1}$-diffeomorphism. By construction, it is clear that it is a $C^{1}$ map. Now we assume that for some $x, y \in \mathbb{R}^{2}$ we have $\mathcal{T}(x)=\mathcal{T}(y)$. By the definition of $\mathcal{T}$ this implies first that $|x| \rho\left(|x|^{2}\right)=|y| \rho\left(|y|^{2}\right)$, with $s \mapsto s \rho\left(s^{2}\right)$ strictly increasing, thus $|x|=|y|$. Finally, we get $x=y$, therefore $\mathcal{T}$ is injective. Moreover, by construction, the matrix $\mathrm{D} \mathcal{T}(x)=f(x) \Lambda(x)$ is invertible for every $x \in \mathbb{R}^{2}$, so by the global inverse function theorem, $\mathcal{T}$ is a $C^{1}$-diffeomorphism from $\mathbb{R}^{2}$ to $\mathcal{T}\left(\mathbb{R}^{2}\right)$. Finally, $g(s) \sim \frac{1}{2 h \sqrt{s}}$ as $s \rightarrow \infty$ so $\rho(s) \rightarrow+\infty$, and therefore, $\mathcal{T}\left(\mathbb{R}^{2}\right)=\mathbb{R}^{2}$.

The function $\mathcal{T}$ constructed in the previous proof belongs to $C^{2}\left(\mathbb{R}^{2}\right)$. Using also $\mathcal{T}^{-1} \in C^{1}\left(\mathbb{R}^{2}\right)$, we infer from the mean value theorem that there exists $C>0$ such that

$$
\begin{equation*}
|\mathrm{D} \mathcal{T}(x)-\mathrm{D} \mathcal{T}(y)| \leqslant C|x-y| \leqslant C^{2}|\mathcal{T}(x)-\mathcal{T}(y)| \leqslant C^{3}|x-y|, \quad \forall x, y \in B\left(0, R_{\mathcal{U}}\right) \tag{2.3}
\end{equation*}
$$

### 2.3 Expansion of the Biot-Savart law

This section is devoted to the construction of a suitable decomposition of the solution of the problem $\mathcal{L} \Psi=\omega$. Indeed, we expect that $v^{\varepsilon}=\nabla^{\perp} \Psi^{\varepsilon}$ diverges as $\mathcal{O}\left(\varepsilon^{-1}\right)$ (at least pointwise) when the vorticity $\omega^{\varepsilon}$ is concentrated. Thus it will be crucial to obtain an explicit formula for the most singular term to find some cancellations by symmetry properties. This kind of expansion will also be the key to find the term of order $|\ln \varepsilon|$, which will not give symmetry cancellation and will give rise to the motion of the vortex filament. Such an expansion is one of the main tool in the studies of the vortex rings (see $[5,4]$ ) and of the lake vortices (see [19]). For helical flows, an expansion was derived by Cao and Wan in [6] such that the remainder term is bounded in $C^{1}$ which is not enough for our study. Therefore, we propose an independent proof where we find a different leading term, such that the remainder will be bounded in $C^{2}$ uniformly in $\varepsilon$.

As we expect that such an explicit expansion can be useful for other problems, we establish the following proposition with a general matrix $K$ satisfying only its relevant properties: those established in our case in Lemmas 2.3 and 2.4.

Proposition 2.5. Let $\mathcal{U} \subset \mathbb{R}^{2}$ be a bounded simply-connected domain with $C^{1,1}$ boundary. Let $K \in$ $C^{1}\left(\mathbb{R}^{2} ; \mathcal{M}_{2}(\mathbb{R})\right)$ such that
(i) For every $x \in \overline{\mathcal{U}}, K(x)$ is a symmetric positive-definite matrix.
(ii) There exists a $C^{1}$-diffeomorphism $T: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and a function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}_{+}^{*}$ such that $\mathrm{D} \mathcal{T}(x)=$ $f(x) K^{-1 / 2}(x)$.

Then, for every $\omega \in L_{c}^{\infty}(\mathcal{U})$ the unique solution $\Psi \in H_{0}^{1}(\mathcal{U})$ of $\mathcal{L} \Psi=\omega$ belongs to $\bigcap_{1 \leqslant p<\infty} W^{2, p}(\mathcal{U})$ and is given by the expression

$$
\begin{equation*}
\Psi(x)=\int_{\mathcal{U}} \mathcal{G}_{K, \mathcal{U}}(x, y) \omega(y) \mathrm{d} y \quad \text { where } \quad \mathcal{G}_{K, \mathcal{U}}:=G_{K}+S_{K, \mathcal{U}} \tag{2.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\forall x, y \in \mathcal{U}, x \neq y, \quad G_{K}(x, y)=\frac{1}{2 \pi}(\operatorname{det} K(x) \operatorname{det} K(y))^{-1 / 4} \ln |\mathcal{T}(x)-\mathcal{T}(y)| \tag{2.5}
\end{equation*}
$$

and for all $y \in \mathcal{U}, x \mapsto S_{K, \mathcal{U}}(x, y)=S_{K, \mathcal{U}}(y, x)$ belongs to $\bigcap_{1 \leqslant p<\infty} W^{2, p}(\mathcal{U})$ and is the unique solution in $H^{1}(\mathcal{U})$ of

$$
\left\{\begin{array}{l}
\mathcal{L} S_{K, \mathcal{U}}(x, y)=-\frac{\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(y)}}{2 \pi f(y)} \ln |\mathcal{T}(x)-\mathcal{T}(y)| \nabla \cdot\left(K(x) \nabla\left(\frac{\sqrt{\operatorname{det} \mathrm{DT}(x)}}{f(x)}\right)\right) \quad \forall x \in \mathcal{U}  \tag{2.6}\\
S_{K, \mathcal{U}}(x, y)=-G_{K}(x, y) \quad \forall x \in \partial \mathcal{U}
\end{array}\right.
$$

Before proving Proposition 2.5, let us observe that the boundary condition for $S_{K, \mathcal{U}}$ is imposed in order to comply with the boundary condition $\mathcal{G}_{K, \mathcal{U}}(x, y)=0$ if $x \in \partial \mathcal{U}$, so that eventually $\Psi=0$ on $\partial \mathcal{U}$. Moreover, by hypothesis $(i i), G_{K}$ is also given by the expression

$$
G_{K}(x, y)=\frac{1}{2 \pi} \frac{\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(x)} \sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(y)}}{f(x) f(y)} \ln |\mathcal{T}(x)-\mathcal{T}(y)|
$$

In addition, we observe that if $K(x)=\frac{1}{b(x)} I_{2}$, with $b \geqslant c>0$ then it satisfies the hypotheses of Proposition 2.5 with $\mathcal{T}(x)=x$ and $f(x)=1 / \sqrt{b(x)}$. The expression we obtain for the Green's kernel coincide with the one obtained for the lake equation as in [10, Proposition 3.1]. Taking $K=I_{2}$ gives the usual 2D Green's kernel.

Proof. Let $\omega \in L_{c}^{\infty}(\mathcal{U})$. By hypothesis $(i)$, the operator $\mathcal{L}$ given in (2.1) is uniformly elliptic with coefficients belonging to $C^{0}(\overline{\mathcal{U}})$. As $\omega \in \cap_{p \geqslant 1} L^{p}(\mathcal{U})$, we know from [16, Theorem 9.15] that the unique variational solution belongs to $W^{2, p}(\mathcal{U})$ for every $p \in[1,+\infty)$.

Noticing that for every $V \Subset \mathcal{U}$ and $y \in V$ fixed, the right hand side term of the first equality in (2.6) belongs to $\cap_{p \geqslant 1} L^{p}(\mathcal{U})$ whereas the boundary condition is $C^{\infty}(\partial \mathcal{U})$ (both uniformly with respect to $y \in V)$, we also deduce by [16, Theorem 9.15], that the unique solution $x \mapsto S_{K, \mathcal{U}}(x, y)$ to (2.6) belongs to $W^{2, p}(\mathcal{U})$ for every $p \geqslant 1$, uniformly with respect to $y \in V$. In particular, the function $x \mapsto S_{K, \mathcal{U}}(x, y)$ is $C^{1}$ and bounded in $W^{1, \infty}(\mathcal{U})$ uniformly with respect to $y \in V$.

In order to justify many computations in the following, we consider first the case of a smooth source term which we denote by $w$. More precisely, we let $w \in C_{c}^{\infty}(\mathcal{U})$ be fixed and let

$$
\Psi_{1}(x):=\int_{\mathcal{U}} G_{K}(x, y) w(y) \mathrm{d} y, \quad \Psi(x)=\Psi[w](x):=\int_{\mathcal{U}}\left(G_{K}+S_{K, \mathcal{U}}\right)(x, y) w(y) \mathrm{d} y
$$

We compute in the sense of distribution the quantity $\left\langle\mathcal{L} \Psi_{1}, \varphi\right\rangle$. Let $\varphi \in C_{\mathrm{c}}^{\infty}(\mathcal{U})$ be a test function, then the functions are regular enough to differentiate under the integral sign and to apply Fubini's theorem so that

$$
\begin{aligned}
\left\langle\mathcal{L} \Psi_{1}, \varphi\right\rangle & =-\int_{\mathcal{U}}\left[K(x) \nabla \Psi_{1}(x)\right] \cdot \nabla \varphi(x) \mathrm{d} x=-\int_{\mathcal{U}} \int_{\mathcal{U}}\left[K(x) \nabla_{x} G_{K}(x, y)\right] \cdot \nabla \varphi(x) w(y) \mathrm{d} x \mathrm{~d} y \\
& =-\int_{\mathcal{U}} \frac{\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(y)}}{2 \pi f(y)} \int_{\mathcal{U}}\left[K(x) \nabla_{x}\left(\frac{\sqrt{\operatorname{det} \mathrm{D}(x)}}{f(x)} \ln |\mathcal{T}(x)-\mathcal{T}(y)|\right)\right] \cdot \nabla \varphi(x) \mathrm{d} x w(y) \mathrm{d} y
\end{aligned}
$$

$$
\begin{aligned}
= & -\int_{\mathcal{U}} \frac{\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(y)}}{2 \pi f(y)} \int_{\mathcal{U}}\left[K(x) \frac{\sqrt{\operatorname{det} \mathrm{DT}(x)}}{f(x)} \mathrm{D} \mathcal{T}^{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}}\right] \cdot \nabla \varphi(x) \mathrm{d} x w(y) \mathrm{d} y \\
& -\int_{\mathcal{U}} \frac{\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(y)}}{2 \pi f(y)} \int_{\mathcal{U}} K(x) \nabla\left(\frac{\sqrt{\operatorname{det} \mathrm{D}(x)}}{f(x)}\right) \ln |\mathcal{T}(x)-\mathcal{T}(y)| \cdot \nabla \varphi(x) \mathrm{d} x w(y) \mathrm{d} y \\
:= & -\int_{\mathcal{U}} \frac{\sqrt{\operatorname{det} \mathrm{DT}(y)}}{2 \pi f(y)}\left(A_{1}(y)+A_{2}(y)\right) w(y) \mathrm{d} y .
\end{aligned}
$$

For the term $A_{1}$, let us notice first that $K$ and $\mathrm{D} \mathcal{T}$ are symmetric matrices so that

$$
\begin{equation*}
\nabla \varphi(x)=\nabla\left(\varphi \circ \mathcal{T}^{-1} \circ \mathcal{T}\right)(x)=\mathrm{D} \mathcal{T}(x) \nabla\left(\varphi \circ \mathcal{T}^{-1}\right)(\mathcal{T}(x)) \tag{2.7}
\end{equation*}
$$

and thus

$$
\begin{aligned}
A_{1}(y) & =\int_{\mathcal{U}} f(x) \sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(x)} \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \cdot \nabla\left(\varphi \circ \mathcal{T}^{-1}\right)(\mathcal{T}(x)) \mathrm{d} x \\
& =\int_{\mathcal{T}(\mathcal{U})} f\left(\mathcal{T}^{-1}(z)\right) \sqrt{\operatorname{det} \mathrm{D}\left(\mathcal{T}^{-1}(z)\right)} \frac{z-\mathcal{T}(y)}{|z-\mathcal{T}(y)|^{2}} \cdot \nabla\left(\varphi \circ \mathcal{T}^{-1}\right)(z)\left|\operatorname{det} \mathrm{D} \mathcal{T}^{-1}(z)\right| \mathrm{d} z
\end{aligned}
$$

where we have made the change of variable $z=\mathcal{T}(x)$. Since

$$
\begin{equation*}
\operatorname{det} \mathrm{D} \mathcal{T}^{-1}(z)=\frac{1}{\operatorname{det} \mathrm{D} \mathcal{T}\left(\mathcal{T}^{-1}(z)\right)} \tag{2.8}
\end{equation*}
$$

we obtain that

$$
\begin{aligned}
A_{1}(y)= & \int_{\mathcal{T}(\mathcal{U})} f\left(\mathcal{T}^{-1}(z)\right) \frac{z-\mathcal{T}(y)}{|z-\mathcal{T}(y)|^{2}} \cdot \nabla\left(\varphi \circ \mathcal{T}^{-1}\right)(z) \sqrt{\operatorname{det} \mathrm{D} \mathcal{T}^{-1}(z)} \mathrm{d} z \\
= & \int_{\mathcal{T}(\mathcal{U})} \frac{z-\mathcal{T}(y)}{|z-\mathcal{T}(y)|^{2}} \cdot \nabla\left(\varphi \circ \mathcal{T}^{-1} \times \sqrt{\operatorname{det} \mathrm{D} \mathcal{T}^{-1}} \times f \circ \mathcal{T}^{-1}\right)(z) \mathrm{d} z \\
& -\int_{\mathcal{T}(\mathcal{U})} f\left(\mathcal{T}^{-1}(z)\right) \frac{z-\mathcal{T}(y)}{|z-\mathcal{T}(y)|^{2}} \varphi\left(\mathcal{T}^{-1}(z)\right) \cdot \nabla\left(\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}^{-1}}\right)(z) \mathrm{d} z \\
& -\int_{\mathcal{T}(\mathcal{U})} \frac{z-\mathcal{T}(y)}{|z-\mathcal{T}(y)|^{2}} \varphi\left(\mathcal{T}^{-1}(z)\right) \sqrt{\operatorname{det} \mathrm{D} \mathcal{T}^{-1}(z)} \cdot \nabla\left(f \circ \mathcal{T}^{-1}\right)(z) \mathrm{d} z \\
== & A_{11}(y)+A_{12}(y)+A_{13}(y) .
\end{aligned}
$$

Identifying that $\frac{z-\mathcal{T}(y)}{|z-\mathcal{T}(y)|^{2}}=2 \pi \nabla G_{\mathbb{R}^{2}}(z-\mathcal{T}(y))$, where $G_{\mathbb{R}^{2}}(\xi)=\frac{1}{2 \pi} \ln |\xi|$ denotes the fundamental solution of the Laplacian on $\mathbb{R}^{2}$, we may write

$$
A_{11}(y)=-2 \pi\left(\varphi \circ \mathcal{T}^{-1} \times \sqrt{\operatorname{det} \mathrm{D} \mathcal{T}^{-1}} \times f \circ \mathcal{T}^{-1}\right)(\mathcal{T}(y))=-2 \pi \varphi(y) f(y) \sqrt{\operatorname{det} \mathrm{D} \mathcal{T}^{-1}(\mathcal{T}(y))} .
$$

In conclusion, we have obtained that

$$
\begin{equation*}
\left\langle\mathcal{L} \Psi_{1}, \varphi\right\rangle=\int_{\mathcal{U}} \varphi(y) f(y) \mathrm{d} y-\int_{\mathcal{U}} \frac{\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(y)}}{2 \pi f(y)}\left(A_{12}(y)+A_{13}(y)+A_{2}(y)\right) w(y) \mathrm{d} y \tag{2.9}
\end{equation*}
$$

where the second right hand side integral motivates our definition of $S_{K, \mathcal{U}}$. To recognize $S_{K, \mathcal{U}}$, we come back to the variable $x=\mathcal{T}^{-1}(z)$ :

$$
\begin{aligned}
A_{12}(y)+A_{13}(y)= & -\int_{\mathcal{U}} f(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \varphi(x) \cdot \nabla\left(\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}^{-1}}\right)(\mathcal{T}(x))|\operatorname{det} \mathrm{D} \mathcal{T}(x)| \mathrm{d} x \\
& -\int_{\mathcal{U}} \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \varphi(x) \sqrt{\operatorname{det} \mathrm{D} \mathcal{T}^{-1}(\mathcal{T}(x))} \cdot \nabla\left(f \circ \mathcal{T}^{-1}\right)(\mathcal{T}(x))|\operatorname{det} \mathrm{D} \mathcal{T}(x)| \mathrm{d} x
\end{aligned}
$$

We now observe using again relations (2.7) and (2.8) that

$$
\nabla\left(\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}^{-1}}\right)(\mathcal{T}(x))=(\mathrm{D} \mathcal{T}(x))^{-1} \nabla\left(\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}^{-1} \circ \mathcal{T}}\right)(x)
$$

$$
\begin{aligned}
& =\frac{1}{(f(x))^{2}} K(x) \mathrm{D} \mathcal{T}(x) \nabla\left(\frac{1}{\sqrt{\operatorname{det} \mathrm{DT}}}\right)(x) \\
& =-\frac{1}{(f(x))^{2}} K(x) \mathrm{D} \mathcal{T}(x) \frac{\nabla(\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}})(x)}{\operatorname{det} \mathrm{D} \mathcal{T}(x)}
\end{aligned}
$$

and similarly,

$$
\nabla\left(f \circ \mathcal{T}^{-1}\right)(\mathcal{T}(x))=(\mathrm{D} \mathcal{T}(x))^{-1} \nabla\left(f \circ \mathcal{T}^{-1} \circ \mathcal{T}\right)(x)=\frac{1}{(f(x))^{2}} K(x) \mathrm{D} \mathcal{T}(x) \nabla f(x)
$$

Therefore, using once again that $\mathrm{D} \mathcal{T}(x)$ is symmetric, that it commutes with $K(x)$, and recalling that $\operatorname{det} D \mathcal{T}>0$,

$$
\begin{aligned}
A_{12}(y)+A_{13}(y)= & \int_{\mathcal{U}} \mathrm{D} \mathcal{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \varphi(x) \cdot K(x) \frac{\nabla(\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}})(x)}{f(x)} \mathrm{d} x \\
& +\int_{\mathcal{U}} \mathrm{D} \mathcal{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \varphi(x) \cdot K(x) \frac{-\nabla f(x)}{(f(x))^{2}} \sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(x)} \mathrm{d} x \\
= & \int_{\mathcal{U}} \mathrm{D} \mathcal{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \varphi(x) \cdot K(x) \nabla\left(\frac{\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(x)}}{f(x)}\right) \mathrm{d} x
\end{aligned}
$$

and thus recalling that

$$
A_{2}(y)=\int_{\mathcal{U}} K(x) \nabla\left(\frac{\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(x)}}{f(x)}\right) \ln |\mathcal{T}(x)-\mathcal{T}(y)| \cdot \nabla \varphi(x) \mathrm{d} x
$$

we obtain, by an integration by parts, that

$$
\begin{aligned}
A_{12}(y)+A_{13}(y)+A_{2}(y) & =\int_{\mathcal{U}} K(x) \nabla\left(\frac{\sqrt{\operatorname{det} \mathrm{D}(x)}}{f(x)}\right) \cdot \nabla(\ln |\mathcal{T}(x)-\mathcal{T}(y)| \varphi(x)) \mathrm{d} x \\
& =-\int_{\mathcal{U}} \ln |\mathcal{T}(x)-\mathcal{T}(y)| \varphi(x) \nabla \cdot\left(K(x) \nabla\left(\frac{\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(x)}}{f(x)}\right)\right) \mathrm{d} x
\end{aligned}
$$

By the definition of $\mathcal{L} S_{K, \mathcal{U}}$ in (2.6) this allows us to conclude that

$$
-\int_{\mathcal{U}} \frac{\sqrt{\operatorname{det} \mathrm{D} \mathcal{T}(y)}}{2 \pi f(y)}\left(A_{12}(y)+A_{13}(y)+A_{2}(y)\right) w(y) \mathrm{d} y=-\left\langle\mathcal{L} \int_{\mathcal{U}} S_{K, \mathcal{U}}(\cdot, y) w(y) \mathrm{d} y, \varphi\right\rangle .
$$

Finally, recalling (2.9), we have proved that

$$
\begin{equation*}
\langle\mathcal{L} \Psi[w], \varphi\rangle=\int_{\mathcal{U}} w(x) \varphi(x) \mathrm{d} x \tag{2.10}
\end{equation*}
$$

for all $w$ and $\varphi$ belonging to $C_{c}^{\infty}(\mathcal{U})$. Actually, the regularity of $\mathcal{G}_{K, \mathcal{U}}$ discussed at the beginning of the proof allows us to state that $\Psi[w] \in H_{0}^{1}(\mathcal{U})$. Then, passing to the limit in the test functions, we infer that (2.10) holds also true for $w \in C_{c}^{\infty}(\mathcal{U})$ and $\varphi \in H_{0}^{1}(\mathcal{U})$.

Thanks to this property, we are in position to establish the symmetry for $S_{K, \mathcal{U}}$. Indeed, for any $\varphi, w \in C_{c}^{\infty}(\mathcal{U})$, we use (2.10) with the test function $\Psi[\varphi] \in H_{0}^{1}(\mathcal{U})$ and the symmetry of the matrix $K(x)$ for all $x \in \mathcal{U}$ to infer that

$$
\int w \Psi[\varphi]=\langle\mathcal{L} \Psi[w], \Psi[\varphi]\rangle=-\int(K(x) \nabla \Psi[w]) \cdot \nabla \Psi[\varphi]=\int \varphi \Psi[w] .
$$

Thus, by the symmetry of $G_{K}$ (i.e. $G_{K}(x, y)=G_{K}(y, x)$ ) we obtain

$$
\int_{\mathcal{U}} \int_{\mathcal{U}} S_{K, \mathcal{U}}(x, y) w(x) \varphi(y) \mathrm{d} y \mathrm{~d} x=\int_{\mathcal{U}} \int_{\mathcal{U}} S_{K, \mathcal{U}}(x, y) \varphi(x) w(y) \mathrm{d} y \mathrm{~d} x=\int_{\mathcal{U}} \int_{\mathcal{U}} S_{K, \mathcal{U}}(y, x) w(x) \varphi(y) \mathrm{d} y \mathrm{~d} x
$$

and finally $S_{K, \mathcal{U}}(x, y)=S_{K, \mathcal{U}}(y, x)$.
Finally, we consider $\omega \in L_{c}^{\infty}(\mathcal{U})$ and $\left(w_{n}\right)$ a sequence of functions belonging to $C_{c}^{\infty}(\mathcal{U})$ which converges to $\omega$ in $L^{p}(\mathcal{U})$ for some $p>2$. Without any loss of generality, we can assume that $\omega$ and $w_{n}$ for all $n$ are compactly supported in some $V \Subset \mathcal{U}$. Due to the $C^{1}$ regularity of $x \mapsto S_{K, \mathcal{U}}(x, y)$ uniformly in $y \in V$, we deduce that $\nabla \Psi[\omega]=\int \nabla_{x} \mathcal{G}_{K, \mathcal{U}} \omega(y) \mathrm{d} y$ and that $\Psi\left[w_{n}\right] \rightarrow \Psi[\omega]$ when $n \rightarrow \infty$ in $W^{1, \infty}(\mathcal{U})$. In particular, we may pass at the limit in (2.10) to conclude that $\Psi[\omega] \in H_{0}^{1}(\mathcal{U})$ is solution of $\mathcal{L} \Psi=\omega$.

### 2.4 Decomposition of the velocity

We now come back to our problem with $K$ being the matrix given by (1.4), which satisfies the hypotheses of Proposition 2.5. Let us give some details on the singular part $G_{K}$ of the Biot-Savart kernel.

We now denote by $H$ the kernel

$$
\begin{equation*}
H(x, y):=\frac{1}{2 \pi}(\operatorname{det} K(x) \operatorname{det} K(y))^{-1 / 4}=\frac{\sqrt{|X||Y|}}{2 \pi h}, \tag{2.11}
\end{equation*}
$$

where the last equality comes from Lemma 2.3 , so that

$$
\begin{equation*}
G_{K}(x, y)=H(x, y) \ln |\mathcal{T}(x)-\mathcal{T}(y)| . \tag{2.12}
\end{equation*}
$$

We now compute:

$$
\begin{equation*}
\nabla_{x}^{\perp} G_{K}(x, y)=\nabla_{x}^{\perp} H(x, y) \ln |\mathcal{T}(x)-\mathcal{T}(y)|+H(x, y)\left(\mathrm{D} \mathcal{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}}\right)^{\perp} \tag{2.13}
\end{equation*}
$$

Moreover,

$$
\nabla_{x}^{\perp} H(x, y)=\frac{1}{4 \pi h} \frac{x^{\perp}}{|X|} \frac{\sqrt{|Y|}}{\sqrt{|X|}}=\frac{H(x, y)}{2} \frac{x^{\perp}}{|X|^{2}} .
$$

A consequence of Lemma 2.4, Proposition 2.5 (in particular (2.4)), and of the latter computations is that the velocity field $v^{\varepsilon}$ in System (1.5) decomposes as follows.

Proposition 2.6. Let $\left(v^{\varepsilon}, \omega^{\varepsilon}\right)$ be a weak bounded solution of (1.5) in the sense of Definition 2.1. Then,

$$
\begin{equation*}
v^{\varepsilon}=v_{K}^{\varepsilon}+v_{L}^{\varepsilon}+v_{R}^{\varepsilon}, \tag{2.14}
\end{equation*}
$$

with $v_{K}^{\varepsilon}$ defined as

$$
\begin{equation*}
v_{K}^{\varepsilon}(x, t)=\left(\int_{\mathcal{U}} H(x, y) \mathrm{D} \mathcal{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \omega^{\varepsilon}(y, t) \mathrm{d} y\right)^{\perp} \tag{2.15}
\end{equation*}
$$

$v_{L}^{\varepsilon}$ defined as

$$
\begin{equation*}
v_{L}^{\varepsilon}(x, t)=\frac{x^{\perp}}{2|X|^{2}} \int_{\mathcal{U}} G_{K}(x, y) \omega^{\varepsilon}(y, t) \mathrm{d} y, \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{R}^{\varepsilon}(x, t)=\int_{\mathcal{U}} \nabla_{x}^{\perp} S_{K, \mathcal{U}}(x, y) \omega^{\varepsilon}(y, t) \mathrm{d} y . \tag{2.17}
\end{equation*}
$$

When $\omega^{\varepsilon}$ is close to a Dirac mass, as in Theorem 1.1, the part $v_{K}^{\varepsilon}$ of the velocity is the most singular, of order $1 / \varepsilon$, however as usual in the study of 2 D point-vortices, has a symmetric structure and will give the standard spinning around the filament which will not contribute to the displacement of the vortex core. The part $v_{L}^{\varepsilon}$, also singular as it is of order $|\ln \varepsilon|$ near the singularity, induces a rotation (and a vertical translation) of the helix around the origin at speed of order 1 thanks to the rescaling in System (1.5). Finally, the part $v_{R}^{\varepsilon}$ of the velocity is a bounded remainder, whose contribution to the movement goes to 0 as $\varepsilon \rightarrow 0$ under the rescaling.

We conclude with an estimate on $\nabla G_{K}$.

Lemma 2.7. For every $R>0$, there exists a constant $C_{R}$ such that for every $x, y \in B(0, R), x \neq y$, there holds that

$$
\left|\nabla_{x} G_{K}(x, y)\right| \leqslant \frac{C_{R}}{|x-y|}
$$

Proof. We use the following decomposition :

$$
\begin{aligned}
\nabla_{x} G_{K}(x, y) & =\frac{H(x, y)}{2} \frac{x}{|X|^{2}} \ln |\mathcal{T}(x)-\mathcal{T}(y)|+H(x, y) \mathrm{D} \mathcal{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \\
& :=A_{1}(x, y)+A_{2}(x, y)
\end{aligned}
$$

Let $R>0$. Let us notice that for every $x \in B(0, R)$,

$$
\begin{equation*}
h \leqslant|X| \leqslant \sqrt{h^{2}+R^{2}} \tag{2.18}
\end{equation*}
$$

hence $H$ is a bounded map on $B(0, R)$. So are $\mathrm{D} \mathcal{T}$ and $\mathcal{T}^{-1}$, so (2.3) gives a constant $C$ such that

$$
\left|A_{2}(x, y)\right| \leqslant \frac{C}{|x-y|}
$$

Using again (2.3), we have a constant $C$ such that

$$
|\ln | \mathcal{T}(x)-\mathcal{T}(y)| | \leqslant|\ln | x-y| |+C
$$

so we have for every $x, y \in B(0, R)$ that

$$
|x-y||\ln | \mathcal{T}(x)-\mathcal{T}(y)| | \leqslant C
$$

By (2.18) and since $H$ is bounded, we conclude that

$$
\left|A_{1}(x, y)\right| \leqslant \frac{C}{|x-y|}
$$

The constants involved only depend on $R$ so our proof is complete.

## 3 Reduction of the problem to a single vortex

In order to prove Theorem 1.1, we introduce a reduced problem that focuses on the dynamics of a single blob of vorticity, by considering the effect of the other blobs as an exterior field.

To proceed, we place ourselves in the framework of Theorem 1.1, namely we consider $\omega^{\varepsilon}(\cdot, t)=$ $\sum_{i=1}^{N} \omega_{i}^{\varepsilon}(\cdot, t)$ the solution of (1.5) with initial data $\omega^{\varepsilon}(\cdot, 0)=\sum_{i=1}^{N} \omega_{i, 0}^{\varepsilon}$ satisfying (1.6). As in Remark 2.2, $\omega_{i}^{\varepsilon}$ corresponds to the transport of $\omega_{i, 0}$.

For each $i \in\{1, \ldots, N\}$, we introduce the exterior field $F_{i}^{\varepsilon}: \mathcal{U} \times[0,+\infty) \rightarrow \mathbb{R}^{2}$ given by

$$
\begin{equation*}
F_{i}^{\varepsilon}(x, t)=\sum_{j \neq i} \int_{\mathcal{U}} \nabla_{x}^{\perp} \mathcal{G}_{K, \mathcal{U}}(x, y) \omega_{j}^{\varepsilon}(y, t) \mathrm{d} y \tag{3.1}
\end{equation*}
$$

so that the $i$-th blob $\omega_{i}^{\varepsilon}$ satisfies the following equations:

$$
\begin{cases}\partial_{t} \omega_{i}^{\varepsilon}+\frac{1}{|\ln \varepsilon|}\left(v_{i}^{\varepsilon}+F_{i}^{\varepsilon}\right) \cdot \nabla \omega_{i}^{\varepsilon}=0 & \text { in } \mathcal{U} \times \mathbb{R}_{+}^{*}  \tag{3.2}\\ v_{i}^{\varepsilon}=\nabla^{\perp} \Psi_{i}^{\varepsilon} & \text { in } \mathcal{U} \times \mathbb{R}_{+} \\ \operatorname{div}\left(K(x) \nabla \Psi_{i}^{\varepsilon}\right)=\omega_{i}^{\varepsilon} & \text { in } \mathcal{U} \times \mathbb{R}_{+} \\ \omega_{i}^{\varepsilon}(\cdot, 0)=\omega_{i, 0}^{\varepsilon} & \text { in } \mathcal{U} .\end{cases}
$$

For any $r \geqslant 0$ and $\eta>0$ we define the annulus $\mathcal{A}_{\eta}^{r}$ as

$$
\begin{equation*}
\mathcal{A}_{\eta}^{r}=\left\{x \in \mathbb{R}^{2},||x|-r|<\eta\right\} . \tag{3.3}
\end{equation*}
$$

Now recall from the hypotheses of Theorem 1.1 that $\mathcal{U}$ contains a ball $B\left(0, R_{\mathcal{U}}\right)$, and that for ever $i \in\{1, \ldots, N\},\left|z_{i, 0}\right|<R_{\mathcal{U}}$. Let

$$
\eta_{0}=\frac{1}{4} \min \left(\left\{| | z_{i, 0}\left|-\left|z_{j, 0}\right|\right|, i \neq j\right\} \bigcup\left\{R_{\mathcal{U}}-\left|z_{i, 0}\right|, i \in\{1, \ldots, N\}\right\}\right)
$$

and let $T>0$. From the definition of $\eta_{0}$, we infer in particular that $\mathcal{A}_{\eta_{0}}^{\left|z_{i}, 0\right|} \subset \mathcal{U}$ and more precisely that

$$
\begin{equation*}
\operatorname{dist}\left(\bigcup_{i=1}^{N} \mathcal{A}_{\eta_{0}}^{\left|z_{i}, 0\right|}, \partial \mathcal{U}\right) \geqslant \eta_{0} . \tag{3.4}
\end{equation*}
$$

This gives the following proposition.
Proposition 3.1. There exists a constant $C$ such that for every $x, y \in \bigcup_{j=1}^{N} \mathcal{A}_{\eta}^{\left|z_{j, 0}\right|} \times \mathcal{U}$,

$$
\begin{array}{r}
\left|S_{K, \mathcal{U}}(x, y)\right| \leqslant C \\
\left|\nabla_{x} S_{K, \mathcal{U}}(x, y)\right| \leqslant C .
\end{array}
$$

Proof. This is a direct consequence of relation (3.4) and the fact exposed in the proof of Proposition 2.5 that for every $V \Subset \mathcal{U}, x \mapsto S_{K, \mathcal{U}}(x, y)$ is bounded in $W^{1, \infty}(\mathcal{U})$ uniformly in $y$ on $V$.

We introduce

$$
\begin{equation*}
T_{\varepsilon}=\sup \left\{t \in[0, T], \forall s \in[0, t], \forall i \in\{1, \ldots, N\}, \quad \operatorname{supp} \omega_{i}^{\varepsilon}(\cdot, s) \subset \mathcal{A}_{\eta_{0}}^{\mid z_{i}, 0}\right\} \tag{3.5}
\end{equation*}
$$

which is a time during which every blob of vorticity is localized in a fixed annulus. By continuity of the trajectories, we know that $T_{\varepsilon}>0$ for every $\varepsilon>0$.

On time interval $\left[0, T_{\varepsilon}\right]$, we have the following useful estimates on $F_{i}^{\varepsilon}$.
Lemma 3.2. There exists a constant $C$ such that for every $\varepsilon>0$ small enough, for every $i \in$ $\{1, \ldots, N\}$, for every $x, y \in \mathcal{A}_{\eta_{0}}^{\left|z_{i}, 0\right|}$ and for every $t \in\left[0, T_{\varepsilon}\right]$,

$$
\left\{\begin{array}{l}
\left|F_{i}^{\varepsilon}(x, t)-F_{i}^{\varepsilon}(y, t)\right| \leqslant C|x-y| \\
\left|F_{i}^{\varepsilon}(x, t)\right| \leqslant C, \\
\operatorname{div} F_{i}^{\varepsilon}(x, t)=0 .
\end{array}\right.
$$

Proof. Let $i \in\{1, \ldots, N\}$ and $t \in\left[0, T_{\varepsilon}\right]$. By definition of $F_{i}^{\varepsilon}$ (given in (3.1)), $\operatorname{div} F_{i}^{\varepsilon}=0$, for every $x \in \mathcal{U}$.

Now let $x, y \in \mathcal{A}_{\eta_{0}}^{\left|z_{i}, 0\right|}$. Then

$$
F_{i}^{\varepsilon}(x, t)-F_{i}^{\varepsilon}(y, t)=\sum_{j \neq i} \int_{\mathcal{U}}\left(\nabla_{x}^{\perp} \mathcal{G}_{K, \mathcal{U}}(x, z)-\nabla_{x}^{\perp} \mathcal{G}_{K, \mathcal{U}}(y, z)\right) \omega_{j}^{\varepsilon}(z, t) \mathrm{d} z .
$$

From the definition of $G_{K}(2.12)$, we note that $G_{K}(\cdot, z) \in C^{2}\left(\mathcal{A}_{\eta_{0}}^{\left|z_{0}, 0\right|}\right)$ uniformly to $z \in \bigcup_{j \neq i} \mathcal{A}_{\eta_{0}}^{\left|z_{j, 0}\right|}$. In the same way, the right hand side term of (2.6) has the same regularity, hence by elliptic regularity, $S_{K, \mathcal{U}}$ belongs also to $C^{2}\left(\mathcal{A}_{\eta_{0}}^{\left|z_{i}, 0\right|}\right)$ uniformly to $z \in \bigcup_{j \neq i} \mathcal{A}_{\eta_{0}}^{z_{j, 0} \mid}$. Therefore, drawing a curve included in $\mathcal{A}_{\eta_{0}}^{\left|z_{i, 0}\right|}$ between any $x, y \in \mathcal{A}_{\eta_{0}}^{\left|z_{i, 0}\right|}$, we conclude that there exists a constant $C$ such that for every $z \in \bigcup_{j \neq i} \mathcal{A}_{\eta_{0}}^{\left|z_{j, 0}\right|}$

$$
\left|\nabla{ }_{x}^{\perp} \mathcal{G}_{K, \mathcal{U}}(x, z)-\nabla_{x}^{\perp} \mathcal{G}_{K, \mathcal{U}}(y, z)\right| \leqslant C|x-y|,
$$

and thus we have that

$$
\left|F_{i}^{\varepsilon}(x, t)-F_{i}^{\varepsilon}(y, t)\right| \leqslant C|x-y|\left\|\omega^{\varepsilon}\right\|_{L^{1}} .
$$

Recalling that $\left\|\omega^{\varepsilon}\right\|_{L^{1}}$ does not depend on $\varepsilon$, we have that

$$
\left|F_{i}^{\varepsilon}(x, t)-F_{i}^{\varepsilon}(y, t)\right| \leqslant C|x-y| .
$$

Using only the $C^{1}$ regularity of $\mathcal{G}_{K, \mathcal{U}}$ uniformly in $z$, we have in the same way

$$
\left|F_{i}^{\varepsilon}(x, t)\right| \leqslant C .
$$

## 4 Single vortex in an exterior field

In this section we turn to the study of the reduced problem with a single blob of vorticity. Let $i \in\{1, \ldots, N\}$. We denote by $z_{0}=z_{i, 0}, \gamma=\gamma_{i}, r_{0}=\left|z_{0}\right|$,

$$
\nu=-\frac{\gamma}{4 \pi h \sqrt{h^{2}+r_{0}^{2}}},
$$

and define

$$
z(t)=\widetilde{R}_{t \nu} z_{0} .
$$

This way, we drop completely the index $i$ and simply consider a solution $\omega^{\varepsilon}$ of (3.2) with an exterior field $F^{\varepsilon}$. Without loss of generality, one can assume that $\gamma>0$ so that the hypotheses on $\omega_{0}^{\varepsilon}$ now become, for every $\varepsilon>0$,

$$
\left\{\begin{array}{l}
\operatorname{supp} \omega_{0}^{\varepsilon} \subset B\left(z_{0}, \varepsilon\right)  \tag{4.1}\\
0 \leqslant \omega_{0}^{\varepsilon} \leqslant M_{0} \varepsilon^{-2} \\
\int \omega_{0}^{\varepsilon}(x) \mathrm{d} x=\gamma .
\end{array}\right.
$$

For the sake of clarity, we also denote by $\mathcal{A}_{\eta}$ the annulus $\mathcal{A}_{\eta}^{r_{0}}$ in this section since all of our study will take place near $r_{0}$. By construction, $\omega^{\varepsilon}$ satisfies

$$
\begin{equation*}
\forall t \in\left[0, T_{\varepsilon}\right], \quad \operatorname{supp} \omega^{\varepsilon}(\cdot, t) \subset \mathcal{A}_{\eta_{0}} \tag{4.2}
\end{equation*}
$$

and the exterior field $F^{\varepsilon}$ satisfies by Lemma 3.2 that for every $x, y \in \mathcal{A}_{\eta_{0}}$ and for every $t \in\left[0, T_{\varepsilon}\right]$,

$$
\left\{\begin{array}{l}
\left|F^{\varepsilon}(x, t)-F^{\varepsilon}(y, t)\right| \leqslant C|x-y|  \tag{4.3}\\
\left|F^{\varepsilon}(x, t)\right| \leqslant C, \\
\nabla \cdot F^{\varepsilon}(x, t)=0 .
\end{array}\right.
$$

Remark 4.1. We recall that $T_{\varepsilon}$ given by (3.5) takes into account all the index $i$. Therefore, every estimate obtained in this section holds on the time interval $\left[0, T_{\varepsilon}\right]$ for every blob simultaneously.

This section is devoted to the proof of the following intermediate result describing how $\operatorname{supp} \omega^{\varepsilon}(\cdot, t)$ "mostly" shrinks to $z(t)$ as $\varepsilon \rightarrow 0$ at least on the time interval $T_{\varepsilon}$.

Theorem 4.2. The following properties hold true.
(i) There exists constants $C_{T}$ and $\varepsilon_{T}$ such that for every $\varepsilon \in\left(0, \varepsilon_{T}\right]$, by letting $r_{\varepsilon}=\left(\frac{\ln |\ln \varepsilon|}{|\ln \varepsilon|}\right)^{1 / 2}$, we have

$$
\sup _{t \in\left[0, T_{\varepsilon}\right]}\left|\gamma-\int_{B\left(z(t), r_{\varepsilon}\right)} \omega^{\varepsilon}(x, t) \mathrm{d} x\right| \leqslant \frac{C_{T}}{\ln |\ln \varepsilon|},
$$

and

$$
\sup _{t \in\left[0, T_{\varepsilon}\right]}\left|\frac{1}{\gamma} \int x \omega^{\varepsilon}(x, t) \mathrm{d} x-z(t)\right| \leqslant \frac{C_{T}}{\sqrt{|\ln \varepsilon|}} .
$$

(ii) For every $\kappa \in\left(0, \frac{1}{4}\right)$, there exists constants $C_{\kappa, T}$ and $\varepsilon_{\kappa, T}>0$, such that for every $\varepsilon \in\left(0, \varepsilon_{\kappa, T}\right]$ and for every $t \in\left[0, T_{\varepsilon}\right]$, we have

$$
\operatorname{supp} \omega^{\varepsilon}(\cdot, t) \subset\left\{x \in \mathbb{R}^{2},||x|-|z|| \leqslant \frac{C_{\kappa, T}}{|\ln \varepsilon|^{\kappa}}\right\}
$$

The plan of the proof of Theorem 4.2 is the following. We derive precise estimates on energy and vorticity moments of $\omega^{\varepsilon}$ to obtain the weak localization $(i)$. Then we reproduce the now classical arguments (see $[4,19]$ ) to obtain the strong localization (ii). Even though these properties are only obtained on the time interval $\left[0, T_{\varepsilon}\right]$, the fact that the localization from ( $(i i)$ is better that the a priori localization will yield in the end that $T_{\varepsilon}=T$ for every $\varepsilon$ small enough.

### 4.1 Preliminary computations

Let us introduce a few preliminary technical lemmas. We start with a useful formula, which is a consequence of Remark 2.2 (recalling that the flow $X_{\varepsilon}$ associated to the velocity field $v_{\varepsilon}+F_{\varepsilon}$ is divergence free):

Lemma 4.3. Let $\alpha \in C^{1}\left(\mathcal{U} \times\left[0, T_{\varepsilon}\right], \mathbb{R}\right)$. Then for every $t \in\left[0, T_{\varepsilon}\right]$,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int \alpha(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x=\int \partial_{t} \alpha(x, t) \omega^{\varepsilon}(x, t)+\frac{1}{|\ln \varepsilon|} \int \nabla \alpha(x, t) \cdot\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \omega^{\varepsilon}(x, t) \mathrm{d} x
$$

Lemma 4.4. There exists a constant $C$ independent of $\varepsilon$ such that for $\varepsilon$ small enough and for every $t \in\left[0, T_{\varepsilon}\right]$, we have

$$
\left|\iint \ln \right| \mathcal{T}(x)-\mathcal{T}(y)\left|\omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y\right| \leqslant C|\ln \varepsilon|
$$

Moreover, at time 0, we have

$$
\iint \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega_{0}^{\varepsilon}(x) \omega_{0}^{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y=-\gamma^{2}|\ln \varepsilon|+\mathcal{O}(1)
$$

as $\varepsilon \rightarrow 0$.
Proof. Notice first that

$$
\begin{align*}
& \iint \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y=\iint \ln \frac{|\mathcal{T}(x)-\mathcal{T}(y)|}{|x-y|} \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
&+\iint \ln |x-y| \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \tag{4.4}
\end{align*}
$$

By (2.3), there exists a constant $C$ such that for every $x, y \in \mathcal{A}_{\eta_{0}}$,

$$
\left|\ln \frac{|\mathcal{T}(x)-\mathcal{T}(y)|}{|x-y|}\right| \leqslant C,
$$

hence, recalling that $\left\|\omega^{\varepsilon}(\cdot, t)\right\|_{L^{1}}=\gamma$ is independent of $\varepsilon$,

$$
\begin{equation*}
\iint \ln \frac{|\mathcal{T}(x)-\mathcal{T}(y)|}{|x-y|} \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y=\mathcal{O}(1) \tag{4.5}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, namely is bounded uniformly in $\varepsilon$.
We now observe that there exists a constant $C$ such that for every $x, y \in \mathcal{A}_{\eta_{0}}$,

$$
\ln |x-y| \leqslant C
$$

and thus, recalling that $\omega^{\varepsilon} \geqslant 0$,

$$
\begin{equation*}
\iint \ln |x-y| \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \leqslant C \tag{4.6}
\end{equation*}
$$

We now apply Lemma B. 1 from [19], which is recalled as Lemma A.1, to $g(s)=-\ln (s) \mathbb{1}_{(0,1)}, M=$ $M_{0} \varepsilon^{-2}$. Indeed by (4.1) and since the $L^{1}$ and $L^{\infty}$ norms of $\omega^{\varepsilon}$ are conserved, then $\omega^{\varepsilon}(\cdot, t) \in \mathcal{E}_{M, \gamma}$ for every $t \in\left[0, T_{\varepsilon}\right]$. Therefore, by letting $r=\varepsilon \sqrt{\frac{\gamma}{\pi M_{0}}}$, we obtain that

$$
\begin{aligned}
-\int \ln |x-y| \omega^{\varepsilon}(y, t) \mathrm{d} y \leqslant-2 \pi & M_{0} \varepsilon^{-2} \int_{0}^{r} s \ln (s) \mathrm{d} s \\
& =-2 \pi M_{0} \varepsilon^{-2}\left(\frac{r^{2} \ln r}{2}+\mathcal{O}\left(\varepsilon^{2}\right)\right)=-\gamma \ln \varepsilon+\mathcal{O}(1)=\gamma|\ln \varepsilon|+\mathcal{O}(1)
\end{aligned}
$$

as $\varepsilon \rightarrow 0$, which yields that

$$
\begin{equation*}
\iint \ln |x-y| \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \geqslant-\gamma^{2}|\ln \varepsilon|+\mathcal{O}(1) \tag{4.7}
\end{equation*}
$$

Gathering (4.4), (4.5), (4.6) and (4.7), we conclude that for $\varepsilon$ small enough,

$$
\left|\iint \ln \right| \mathcal{T}(x)-\mathcal{T}(y)\left|\omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y\right| \leqslant C|\ln \varepsilon|
$$

At time 0 , we improve the upper-bound obtained in (4.6) by using the strong localization hypothesis (4.1). Indeed we have that

$$
\forall x, y \in \operatorname{supp} \omega_{0}^{\varepsilon}, \quad|x-y| \leqslant 2 \varepsilon,
$$

therefore, we get that

$$
\iint \ln |x-y| \omega_{0}^{\varepsilon}(x) \omega_{0}^{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y \leqslant \iint \ln (2 \varepsilon) \omega_{0}^{\varepsilon}(x) \omega_{0}^{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y \leqslant-\gamma^{2}|\ln \varepsilon|+\mathcal{O}(1)
$$

which, combined with (4.4), (4.5) and (4.7) gives that

$$
\iint \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega_{0}^{\varepsilon}(x, t) \omega_{0}^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y=-\gamma^{2}|\ln \varepsilon|+\mathcal{O}(1)
$$

Remark 4.5. We also have that

$$
\iint|\ln | \mathcal{T}(x)-\mathcal{T}(y)| | \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \leqslant C|\ln \varepsilon|
$$

and

$$
\iint|\ln | \mathcal{T}(x)-\mathcal{T}(y)| | \omega_{0}^{\varepsilon}(x) \omega_{0}^{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y=\gamma^{2}|\ln \varepsilon|+\mathcal{O}(1)
$$

with very few adaptations to the proof of Lemma 4.4 since the for every $t \in\left[0, T_{\varepsilon}\right], \omega^{\varepsilon}(\cdot, t)$ is supported in $\mathcal{A}_{\eta_{0}}$ which is bounded.

### 4.2 Estimates on the local energy

We introduce the local energy

$$
\begin{equation*}
\psi^{\varepsilon}(x, t):=\int G_{K}(x, y) \omega^{\varepsilon}(y, t) \mathrm{d} y . \tag{4.8}
\end{equation*}
$$

In particular, we have from (2.16) that

$$
\begin{equation*}
v_{L}^{\varepsilon}(x, t)=\frac{x^{\perp}}{2|X|^{2}} \psi^{\varepsilon}(x, t) . \tag{4.9}
\end{equation*}
$$

We establish an important lemma on the local energy $\psi^{\varepsilon}$ defined at (4.8).

Lemma 4.6. There exists a constant $C$ such that for every $t \leqslant T_{\varepsilon}$ and $x \in \mathcal{A}_{\eta_{0}}$,

$$
-C \leqslant-\psi^{\varepsilon}(x, t) \leqslant \gamma \frac{|X|}{2 \pi h}|\ln \varepsilon|+\mathcal{O}(1)
$$

as $\varepsilon \rightarrow 0$.
Proof. We recall that

$$
\psi^{\varepsilon}(x, t)=\int G_{K}(x, y) \omega^{\varepsilon}(y, t) \mathrm{d} y=\int \frac{\sqrt{|X||Y|}}{2 \pi h} \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega^{\varepsilon}(y, t) \mathrm{d} y
$$

Since for every $x \in \mathcal{A}_{\eta_{0}},|x| \leqslant r_{0}+\eta_{0}$, and since $\mathcal{T}$ is bounded on $B\left(0, r_{0}+\eta_{0}\right)$, there exists a constant $C$ independent of $\varepsilon$ such that

$$
\psi^{\varepsilon}(x, t) \leqslant C
$$

Now we write that

$$
\psi^{\varepsilon}(x, t)=\frac{|X|}{2 \pi h} \int \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega^{\varepsilon}(y, t) \mathrm{d} y+\frac{\sqrt{|X|}}{2 \pi h} \int(\sqrt{|Y|}-\sqrt{|X|}) \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega^{\varepsilon}(y, t) \mathrm{d} y .
$$

Since the map $x \mapsto \sqrt{|X|}$ is smooth on the set $\mathcal{A}_{\eta_{0}}$, there exists a constant $C$ such that for all $x, y \in \mathcal{A}_{\eta_{0}},|\sqrt{|Y|}-\sqrt{|X|}| \leqslant C|x-y|$ and therefore

$$
\frac{\sqrt{|X|}}{2 \pi h} \int(\sqrt{|Y|}-\sqrt{|X|}) \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega^{\varepsilon}(y, t) \mathrm{d} y=\mathcal{O}(1)
$$

so that

$$
-\psi^{\varepsilon}(x, t)=-\frac{|X|}{2 \pi h} \int \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega^{\varepsilon}(y, t) \mathrm{d} y+\mathcal{O}(1) .
$$

Reproducing the arguments of Lemma 4.4, we obtain that

$$
-\psi^{\varepsilon}(x, t) \leqslant \gamma \frac{|X|}{2 \pi h}|\ln \varepsilon|+\mathcal{O}(1) .
$$

### 4.3 Estimate on radial vorticity moments

For every $k \geqslant 1$, for every $t \leqslant T_{\varepsilon}$, let

$$
\begin{equation*}
J_{k}^{\varepsilon}(t)=\int|x|^{k} \omega^{\varepsilon}(x, t) \mathrm{d} x \tag{4.10}
\end{equation*}
$$

Following the observation in [19], we obtain sharp estimates on $J_{k}^{\varepsilon}$ using the fact that $v_{L}^{\varepsilon}(x, t) \cdot x=0$.
Lemma 4.7. Assume that either $k \geqslant 2$, or $k=1$ and $r_{0} \neq 0$. Then for every $t \leqslant T_{\varepsilon}$, there exists a constant $C_{k}$ such that

$$
\left|J_{k}^{\varepsilon}(t)-\gamma r_{0}^{k}\right| \leqslant \frac{C_{k}}{|\ln \varepsilon|}
$$

Proof. Let $k \geqslant 2$, or $k=1$ and $r_{0} \neq 0$. We compute using Lemma 4.3:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} J_{k}^{\varepsilon}(t)=\frac{k}{|\ln \varepsilon|} \int|x|^{k-2} x \cdot\left(v^{\varepsilon}+F^{\varepsilon}\right)(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x .
$$

Then, using the decomposition (2.14) and (2.16), we have that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} J_{k}^{\varepsilon}(t)=\frac{k}{|\ln \varepsilon|} \int|x|^{k-2} x \cdot v_{K}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x+\frac{k}{|\ln \varepsilon|} \int|x|^{k-2} x \cdot\left(v_{R}^{\varepsilon}+F^{\varepsilon}\right)(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x
$$

$$
:=\frac{k}{|\ln \varepsilon|}\left(A_{1}+A_{2}\right) .
$$

We start with $A_{2}$. Recalling that $F^{\varepsilon}$ is bounded from (4.3), and observing that $v_{R}^{\varepsilon}$, defined at relation (2.17), is bounded by Proposition 3.1, we obtain that

$$
A_{2}=\mathcal{O}(1) .
$$

We then turn to $A_{1}$. We compute using the definition (2.15) of $v_{K}^{\varepsilon}$ and the symmetry of $\mathrm{D} \mathcal{T}$ :

$$
\begin{aligned}
A_{1} & =\iint H(x, y)|x|^{k-2} x \cdot\left(\mathrm{D} \mathcal{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}}\right)^{\perp} \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \mathrm{~d} y \\
& =-\iint H(x, y)|x|^{k-2} x^{\perp} \cdot \mathrm{D} \mathcal{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \mathrm{~d} y \\
& =-\frac{1}{2} \iint H(x, y)\left(|x|^{k-2} \mathrm{D} \mathcal{T}(x) x^{\perp}-|y|^{k-2} \mathrm{D} \mathcal{T}(y) y^{\perp}\right) \cdot \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

Now we observe that since $k \geqslant 2$ or $r_{0} \neq 0$, the map $x \mapsto|x|^{k-2} \mathrm{D} \mathcal{T}(x) x^{\perp}$ is smooth on $\mathcal{A}_{\eta_{0}}$ so for every $x, y \in \operatorname{supp} \omega^{\varepsilon}(\cdot, t)$,

$$
\left|\left(|x|^{k-2} \mathrm{D} \mathcal{T}(x) x^{\perp}-|y|^{k-2} \mathrm{D} \mathcal{T}(y) y\right) \cdot \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}}\right| \leqslant C \frac{|x-y|}{|T(x)-T(y)|} \leqslant C,
$$

and thus

$$
A_{1}=\mathcal{O}(1) .
$$

In conclusion, we proved that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} J_{k}^{\varepsilon}(t)=\mathcal{O}\left(\frac{1}{|\ln \varepsilon|}\right) .
$$

Since by (4.1),

$$
\left|J_{k}^{\varepsilon}(0)-\gamma r_{0}^{k}\right|=\left|\int\left(|x|^{k}-r_{0}^{k}\right) \omega_{0}^{\varepsilon}(x) \mathrm{d} x\right|=\mathcal{O}(\varepsilon),
$$

then,

$$
J_{k}^{\varepsilon}(t)-\gamma r_{0}^{k}=\mathcal{O}\left(\frac{1}{|\ln \varepsilon|}\right) .
$$

### 4.4 Estimates on the energy

Let

$$
E^{\varepsilon}(t):=-\iint \mathcal{G}_{K, \mathcal{U}}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y .
$$

We observe quickly that $E^{\varepsilon}$ is the $2 D$ energy of the helical solution, in the sense that

$$
E^{\varepsilon}(t)=\int\left\|K^{1 / 2}(x) v^{\varepsilon}(x)^{\perp}\right\|^{2} \mathrm{~d} x
$$

since

$$
\begin{aligned}
\int\left\|K^{1 / 2}(x) v^{\varepsilon}(x)^{\perp}\right\|^{2} \mathrm{~d} x & =\int v^{\varepsilon}(x, t)^{\perp} \cdot\left(K(x) v^{\varepsilon}(x, t)^{\perp}\right) \mathrm{d} x \\
& =\int \nabla \Psi^{\varepsilon}(x, t) \cdot\left(K(x) \nabla \Psi^{\varepsilon}(x, t)\right) \mathrm{d} x \\
& =-\int \Psi^{\varepsilon}(x, t) \nabla \cdot\left(K(x) \nabla \Psi^{\varepsilon}(x, t)\right) \mathrm{d} x
\end{aligned}
$$

$$
\begin{aligned}
& =-\int \Psi^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \\
& =-\iint \mathcal{G}_{K, \mathcal{U}}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
& =E^{\varepsilon}(t) .
\end{aligned}
$$

We begin our study of $E^{\varepsilon}$ with this first lemma.
Lemma 4.8. For every $t \in\left[0, T_{\varepsilon}\right]$,

$$
E^{\varepsilon}(t)=-\iint G_{K}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y+\mathcal{O}(1)=-\int \psi^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x+\mathcal{O}(1),
$$

as $\varepsilon \rightarrow 0$.
Proof. We observe first that

$$
E^{\varepsilon}(t)=-\iint G_{K}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y-\iint S_{K, \mathcal{U}}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y
$$

and that by the definition (4.8) of $\psi^{\varepsilon}$

$$
\iint G_{K}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y=\int \psi^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x .
$$

Then, using Proposition 3.1 and the hypotheses (4.2) on the support of $\omega^{\varepsilon}$ on $\left[0, T_{\varepsilon}\right]$, there exists a constant $C$ such that

$$
\left|\iint S_{K, \mathcal{U}}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y\right| \leqslant C\left\|\omega^{\varepsilon}\right\|_{L^{1}}^{2} \leqslant C .
$$

We now estimate the energy at time 0 .
Lemma 4.9. We have

$$
E^{\varepsilon}(0)=\gamma^{2} \frac{\sqrt{r_{0}^{2}+h^{2}}}{2 \pi h}|\ln \varepsilon|+\mathcal{O}(1)
$$

as $\varepsilon \rightarrow 0$.
Proof. We recall from (2.12) and (2.11) that

$$
\iint G_{K}(x, y) \omega_{0}^{\varepsilon}(x) \omega_{0}^{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y=\iint \frac{\sqrt{|X||Y|}}{2 \pi h} \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega_{0}^{\varepsilon}(x) \omega_{0}^{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y
$$

and thus from Lemma 4.8 we have that

$$
\begin{aligned}
E^{\varepsilon}(0)=-\iint \frac{\sqrt{r_{0}^{2}+h^{2}}}{2 \pi h} & \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega_{0}^{\varepsilon}(x) \omega_{0}^{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y \\
& -\iint\left(\frac{\sqrt{|X||Y|}}{2 \pi h}-\frac{\sqrt{r_{0}^{2}+h^{2}}}{2 \pi h}\right) \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega_{0}^{\varepsilon}(x) \omega_{0}^{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y+\mathcal{O}(1)
\end{aligned}
$$

We recall from (4.1) that $\operatorname{supp} \omega_{0}^{\varepsilon} \subset B\left(z_{0}, \varepsilon\right)$ so that for every $x, y \in \operatorname{supp} \omega_{0}^{\varepsilon}$,

$$
\left|\frac{\sqrt{|X||Y|}}{2 \pi h}-\frac{\sqrt{r_{0}^{2}+h^{2}}}{2 \pi h}\right| \leqslant C \varepsilon .
$$

Using Lemma 4.4 two times (in light of Remark 4.5), we get that

$$
\left|\iint\left(\frac{\sqrt{|X||Y|}}{2 \pi h}-\frac{r_{0}^{2}+h^{2}}{2 \pi h}\right) \ln \right| \mathcal{T}(x)-\mathcal{T}(y)\left|\omega_{0}^{\varepsilon}(x) \omega_{0}^{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y\right| \leqslant C \varepsilon|\ln \varepsilon|,
$$

and

$$
-\iint \ln |\mathcal{T}(x)-\mathcal{T}(y)| \omega_{0}^{\varepsilon}(x) \omega_{0}^{\varepsilon}(y) \mathrm{d} x \mathrm{~d} y=\gamma^{2}|\ln \varepsilon|+\mathcal{O}(1)
$$

We conclude that

$$
E^{\varepsilon}(0)=\gamma^{2} \frac{\sqrt{r_{0}^{2}+h^{2}}}{2 \pi h}|\ln \varepsilon|+\mathcal{O}(1)
$$

Lemma 4.10. For every $t \leqslant T_{\varepsilon}$, we have

$$
E^{\varepsilon}(t)=\gamma^{2} \frac{\sqrt{r_{0}^{2}+h^{2}}}{2 \pi h}|\ln \varepsilon|+\mathcal{O}(1)
$$

Proof. We shall prove that

$$
\begin{equation*}
\left|E^{\varepsilon}(t)-E^{\varepsilon}(0)\right|=\mathcal{O}(1) \tag{4.11}
\end{equation*}
$$

In order to do so, we write for fixed $\varepsilon$ and $t$ :

$$
E^{\varepsilon}(t)=\lim _{\delta \rightarrow 0} E_{\delta}^{\varepsilon}(t)
$$

where

$$
E_{\delta}^{\varepsilon}(t)=-\iint \mathcal{G}_{K, \mathcal{U}, \delta} \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y
$$

and where $\mathcal{G}_{K, \mathcal{U}, \delta}$ is obtained from $\mathcal{G}_{K, \mathcal{U}}$ in the following way:

$$
\mathcal{G}_{K, \mathcal{U}, \delta}=G_{K, \delta}+S_{K, U}
$$

with

$$
G_{K, \delta}(x, y)=\frac{1}{2 \pi}(\operatorname{det} K(x) \operatorname{det} K(y))^{-1 / 4} \ln _{\delta}|\mathcal{T}(x)-\mathcal{T}(y)|
$$

and $\ln _{\delta}$ is a smooth, even function satisfying $\left|\nabla \ln _{\delta}(|x|) \leqslant C /|x|\right.$ and such that $\left.\ln _{\delta}\right| x|=\ln | x \mid$ on $B(0, \delta)^{c}$.

Setting

$$
\Psi_{\varepsilon, \delta}(x, t)=\int \mathcal{G}_{K, \mathcal{U}, \delta} \omega^{\varepsilon}(y, t) \mathrm{d} y
$$

we have $\Psi_{\varepsilon, \delta} \in C^{1}\left(\mathcal{U} \times\left[0, T_{\varepsilon}\right]\right)$ and therefore by applying Lemma 4.3 twice we get

$$
\begin{aligned}
-\frac{\mathrm{d}}{\mathrm{~d} t} E_{\delta}^{\varepsilon}(t)= & \int \omega^{\varepsilon}(x, t)\left(\partial_{t} \Psi_{\delta}^{\varepsilon}(x, t)+\frac{1}{|\ln \varepsilon|}\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \cdot \nabla \Psi_{\delta}^{\varepsilon}(x, t)\right) \mathrm{d} x \\
= & -\frac{1}{|\ln \varepsilon|} \iint\left(v^{\varepsilon}(y, t)+F^{\varepsilon}(y, t)\right) \cdot \nabla_{y} \mathcal{G}_{K, U, \delta}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
& +\frac{1}{|\ln \varepsilon|} \iint\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \cdot \nabla_{x} \mathcal{G}_{K, U, \delta}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
= & \frac{1}{|\ln \varepsilon|} \iint\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \cdot\left(\nabla_{y} \mathcal{G}_{K, U, \delta}(y, x)+\nabla_{x} \mathcal{G}_{K, U, \delta}(x, y)\right) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(t, y) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

Noting that $\mathcal{G}_{K, U, \delta}$ is symmetric, we get

$$
-\frac{\mathrm{d}}{\mathrm{~d} t} E_{\delta}^{\varepsilon}(t)=\frac{2}{|\ln \varepsilon|} \iint\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \cdot \nabla_{x} \mathcal{G}_{K, U, \delta}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(t, y) \mathrm{d} x \mathrm{~d} y
$$

Recalling that $v^{\varepsilon}(x, t)=\int \nabla^{\perp} \mathcal{G}_{K, U}(x, y) \omega^{\varepsilon}(y, t) \mathrm{d} y$, we obtain

$$
\begin{aligned}
-\frac{\mathrm{d}}{\mathrm{~d} t} E_{\delta}^{\varepsilon}(t)= & \frac{2}{|\ln \varepsilon|} \iint\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \cdot \nabla_{x} \mathcal{G}_{K, U}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(t, y) \mathrm{d} x \mathrm{~d} y \\
& +\frac{2}{|\ln \varepsilon|} \iint\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \cdot\left(\nabla_{x} \mathcal{G}_{K, U, \delta}(x, y)-\nabla_{x} \mathcal{G}_{K, U}(x, y)\right) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(t, y) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{2}{|\ln \varepsilon|} \iint F^{\varepsilon}(x, t) \cdot \nabla_{x} \mathcal{G}_{K, U}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(t, y) \mathrm{d} x \mathrm{~d} y \\
& +\frac{2}{|\ln \varepsilon|} \iint \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(t, y)\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \cdot\left(\nabla_{x} G_{K, \delta}(x, y)-\nabla_{x} G_{K}(x, y)\right) \mathrm{d} x \mathrm{~d} y \\
= & \frac{2}{|\ln \varepsilon|} \iint F^{\varepsilon}(x, t) \cdot \nabla_{x} G_{K}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
& +\frac{2}{|\ln \varepsilon|} \iint F^{\varepsilon}(x, t) \cdot \nabla_{x} S_{K, \mathcal{U}}(x, y) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
& +\frac{2}{|\ln \varepsilon|} \iint\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \cdot\left(\nabla_{x} G_{K, \delta}(x, y)-\nabla_{x} G_{K}(x, y)\right) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(t, y) \mathrm{d} x \mathrm{~d} y \\
:= & A_{1}+A_{2}+A_{3, \delta} .
\end{aligned}
$$

Recalling from (4.3) that $F^{\varepsilon}$ is bounded on $\mathcal{A}_{\eta_{0}}$, and using Proposition 3.1, we have that

$$
\left|A_{2}\right| \leqslant \frac{C}{|\ln \varepsilon|}
$$

where $C$ does not depend on $\delta$.
Now we compute $A_{1}$.

$$
\begin{aligned}
A_{1}= & \frac{1}{|\ln \varepsilon|} \iint\left(\nabla_{x} G_{K}(x, y) \cdot F^{\varepsilon}(x, t)+\nabla_{x} G_{K}(y, x) \cdot F^{\varepsilon}(y, t)\right) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
= & \frac{1}{|\ln \varepsilon|} \iint \nabla_{x} G_{K}(x, y) \cdot\left(F^{\varepsilon}(x, t)-F^{\varepsilon}(y, t)\right) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
& +\frac{1}{|\ln \varepsilon|} \iint\left(\nabla_{x} G_{K}(y, x)+\nabla_{x} G_{K}(x, y)\right) \cdot F^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
:= & A_{11}+A_{22} .
\end{aligned}
$$

By Lemma 2.7 and (4.3), we observe that

$$
A_{11} \leqslant \frac{C}{|\ln \varepsilon|} .
$$

Recalling from (4.3) that $F$ is bounded, and using (2.13), we have that

$$
\begin{aligned}
\left|A_{22}\right| \leqslant & \frac{C}{|\ln \varepsilon|} \int\left|\nabla_{x} H(x, y)+\nabla_{x} H(y, x)\right||\ln | \mathcal{T}(x)-\mathcal{T}(y)| | \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
& +\frac{C}{|\ln \varepsilon|} \int H(x, y) \frac{|\mathrm{D} \mathcal{T}(x)-\mathrm{D} \mathcal{T}(y)|}{|\mathcal{T}(x)-\mathcal{T}(y)|} \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

By Remark 4.5 and since $H$ and $\mathcal{T}$ are smooth, we obtain that

$$
\begin{aligned}
\left|A_{22}\right| & \leqslant \frac{C}{|\ln \varepsilon|} \int|\ln | \mathcal{T}(x)-\mathcal{T}(y)| | \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y+\frac{C}{|\ln \varepsilon|} \int \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y \\
& \leqslant C+\frac{C}{|\ln \varepsilon|} \\
& \leqslant C
\end{aligned}
$$

uniformly with respect to $\delta$.
Finally, we observe that the support of $\nabla_{x} G_{K, \delta}(x, y)-\nabla_{x} G_{K}(x, y)$ is included in the set of $x, y$ such that $|x-y| \leqslant C \delta$ by (2.3). Thus using Lemma 2.7 and using the definition of $\ln _{\delta}$ we estimate

$$
\begin{aligned}
\left|A_{3, \delta}\right| & \leqslant \frac{C}{|\ln \varepsilon|} \iint_{|x-y| \leqslant C \delta}\left(\left|v^{\varepsilon}(x, t)\right|+\left|F^{\varepsilon}(x, t)\right|\right)|x-y|^{-1} \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(t, y) \mathrm{d} x \mathrm{~d} y \\
& \leqslant \frac{C}{|\ln \varepsilon|}\left(\left\|v^{\varepsilon}\right\|_{L^{\infty}}+\left\|F^{\varepsilon}\right\|_{L^{\infty}}\right)\left\|\omega^{\varepsilon}\right\|_{L^{\infty} \delta} .
\end{aligned}
$$

The latter diverges as $\varepsilon \rightarrow 0$ but letting $\delta$ tend to zero for fixed $\varepsilon$ we obtain

$$
\limsup _{\delta \rightarrow 0}\left|E_{\delta}^{\varepsilon}(t)-E_{\delta}^{\varepsilon}(0)\right| \leqslant C T,
$$

and the conclusion (4.11) follows.
Recalling Lemma 4.9, we obtain the desired result of the lemma.

An interesting corollary of Lemma 4.10 is the following estimate on the local energy $\psi^{\varepsilon}$, defined at (4.8).

Corollary 4.11. We have for all $t \leqslant T_{\varepsilon}$

$$
\int\left|\gamma \psi^{\varepsilon}(x, t)-\int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y\right|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x=\mathcal{O}(|\ln \varepsilon|) .
$$

Proof. We start by noticing that developing the square,

$$
\begin{aligned}
\int \mid \gamma \psi^{\varepsilon}(x, t)- & \left.\int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y\right|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x= \\
& =\gamma^{2} \int\left(\psi^{\varepsilon}\right)^{2}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x-\gamma\left(\int \psi^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x\right)^{2} .
\end{aligned}
$$

Now recalling Lemmas 4.8 and 4.10, we have that

$$
\left(\int \psi^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x\right)^{2}=\left(E^{\varepsilon}(t)+\mathcal{O}(1)\right)^{2}=\gamma^{4} \frac{r_{0}^{2}+h^{2}}{4 \pi^{2} h^{2}}|\ln \varepsilon|^{2}+\mathcal{O}(|\ln \varepsilon|) .
$$

Using Lemma 4.6, we obtain that

$$
\begin{aligned}
\gamma^{2} \int\left(\psi^{\varepsilon}\right)^{2}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x & \leqslant \gamma^{2} \int\left(\gamma \frac{|X|}{2 \pi h}|\ln \varepsilon|+\mathcal{O}(1)\right)^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x \\
& \leqslant \frac{\gamma^{4}}{4 \pi^{2} h^{2}}|\ln \varepsilon|^{2} \int|X|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x+\mathcal{O}(|\ln \varepsilon|)
\end{aligned}
$$

Therefore,

$$
\begin{array}{r}
\int\left|\gamma \psi^{\varepsilon}(x, t)-\int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y\right|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x \leqslant \frac{\gamma^{4}}{4 \pi^{2} h^{2}}|\ln \varepsilon|^{2}\left(\int|X|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x-\gamma\left(r_{0}^{2}+h^{2}\right)\right) \\
+\mathcal{O}(|\ln \varepsilon|) .
\end{array}
$$

Using Lemma 4.7 for $k=2$, we have that

$$
\int|X|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x-\gamma\left(r_{0}^{2}+h^{2}\right)=J_{2}^{\varepsilon}(t)-\gamma r_{0}^{2}=\mathcal{O}\left(\frac{1}{|\ln \varepsilon|}\right) .
$$

In conclusion,

$$
\int\left|\gamma \psi^{\varepsilon}(x, t)-\int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y\right|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x \leqslant \mathcal{O}(|\ln \varepsilon|)
$$

### 4.5 Estimates on first and second vorticity moments

Let us introduce the center of mass

$$
b^{\varepsilon}(t)=\frac{1}{\gamma} \int x \omega^{\varepsilon}(x, t) \mathrm{d} x,
$$

and we denote $\left|B^{\varepsilon}(t)\right|=\sqrt{\left|b^{\varepsilon}(t)\right|^{2}+h^{2}}$. Let us also define the center of inertia around $b^{\varepsilon}$ :

$$
\begin{equation*}
I^{\varepsilon}(t)=\int\left|x-b^{\varepsilon}(t)\right|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x . \tag{4.12}
\end{equation*}
$$

We start by computing the derivative of $b^{\varepsilon}$ using Lemma 4.3,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} b^{\varepsilon}(t)=\frac{1}{\gamma|\ln \varepsilon|} \int\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \omega^{\varepsilon}(x, t) \mathrm{d} x .
$$

We then establish the following lemma.
Lemma 4.12. For any $t \leqslant T_{\varepsilon}$, we have that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} b^{\varepsilon}(t)=-\gamma \frac{\sqrt{r_{0}^{2}+h^{2}}}{4 \pi h} \frac{b^{\varepsilon}(t)^{\perp}}{\left|B^{\varepsilon}(t)\right|^{2}}+\mathcal{O}\left(\frac{1}{\sqrt{|\ln \varepsilon|}}\right)+\mathcal{O}\left(\sqrt{I^{\varepsilon}(t)}\right) .
$$

Proof. Recalling the decomposition (2.14), we have that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} b^{\varepsilon}(t)=\frac{1}{\gamma|\ln \varepsilon|} \int\left(v_{K}^{\varepsilon}(x, t)+v_{L}^{\varepsilon}(x, t)+v_{R}^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \omega^{\varepsilon}(x, t) \mathrm{d} x . \tag{4.13}
\end{equation*}
$$

By (4.3), Proposition 3.1 and hypotheses (4.1), the functions $v_{R}^{\varepsilon}$ and $F^{\varepsilon}$ are bounded in space for $x \in \mathcal{A}_{\eta_{0}}$ uniformly in time $t \in\left[0, T_{\varepsilon}\right]$ so that

$$
\begin{equation*}
\frac{1}{\gamma|\ln \varepsilon|} \int\left(v_{R}^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \omega^{\varepsilon}(x, t) \mathrm{d} x=\mathcal{O}\left(\frac{1}{|\ln \varepsilon|}\right) . \tag{4.14}
\end{equation*}
$$

We turn to the term containing $v_{K}^{\varepsilon}$. Recalling its definition (2.15), that $H(x, y)=H(y, x)$ and (2.3), we have

$$
\begin{aligned}
\left|\int v_{K}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x\right| & =\left|\iint H(x, y) \mathrm{D} \mathcal{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y\right| \\
& =\left|\iint H(x, y)(\mathrm{D} \mathcal{T}(x)-\mathrm{D} \mathcal{T}(y)) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{2|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y\right| \\
& \leqslant C \iint|H(x, y)| \omega^{\varepsilon}(x, t) \omega^{\varepsilon}(y, t) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

and thus

$$
\begin{equation*}
\frac{1}{\gamma|\ln \varepsilon|} \int v_{K}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x=\mathcal{O}\left(\frac{1}{|\ln \varepsilon|}\right) . \tag{4.15}
\end{equation*}
$$

We now estimate the term involving $v_{L}^{\varepsilon}$ which is the leading term of the movement. Recalling (4.9), we have that

$$
\int v_{L}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x=\int \frac{x^{\perp}}{2|X|^{2}} \psi^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x .
$$

Now we compute, using Corollary 4.11 and the Cauchy-Schwarz inequality, that for every $t \leqslant T_{\varepsilon}$,

$$
\left|\int v_{L}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x-\frac{1}{\gamma} \int \frac{x^{\perp}}{2|X|^{2}} \int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y \omega^{\varepsilon}(x, t) \mathrm{d} x\right|
$$

$$
=\frac{1}{\gamma}\left|\int \frac{x^{\perp}}{2|X|^{2}}\left(\gamma \psi^{\varepsilon}(x, t)-\int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y\right) \omega^{\varepsilon}(x, t) \mathrm{d} x\right|=\mathcal{O}(\sqrt{|\ln \varepsilon|}) .
$$

Using Lemmas 4.8 and 4.10, we thus infer that

$$
\begin{aligned}
\frac{1}{\gamma} \int \frac{x^{\perp}}{2|X|^{2}} \int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y \omega^{\varepsilon}(x, t) \mathrm{d} x & =\frac{-E^{\varepsilon}(t)}{\gamma} \int \frac{x^{\perp}}{2|X|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x+\mathcal{O}(1) \\
& =-\frac{\gamma \sqrt{r_{0}^{2}+h^{2}}}{2 \pi h}|\ln \varepsilon| \int \frac{x^{\perp}}{2|X|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x+\mathcal{O}(1)
\end{aligned}
$$

We conclude from the two previous relations that

$$
\begin{equation*}
\frac{1}{\gamma|\ln \varepsilon|} \int v_{L}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x=-\frac{\sqrt{r_{0}^{2}+h^{2}}}{4 \pi h} \int \frac{x^{\perp}}{|X|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x+\mathcal{O}\left(\frac{1}{\sqrt{|\ln \varepsilon|}}\right) \tag{4.16}
\end{equation*}
$$

At this point, gathering the estimates $(4.13),(4.14),(4.15)$ and (4.16), we have proved that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} b^{\varepsilon}(t)=-\frac{\sqrt{r_{0}^{2}+h^{2}}}{4 \pi h} \int \frac{x^{\perp}}{|X|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x+\mathcal{O}\left(\frac{1}{\sqrt{|\ln \varepsilon|}}\right)
$$

There remains to evaluate

$$
\int \frac{x^{\perp}}{|X|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x-\gamma \frac{\left(b^{\varepsilon}(t)\right)^{\perp}}{\left|B^{\varepsilon}(t)\right|^{2}}=\int\left(\frac{x^{\perp}}{|X|^{2}}-\frac{\left(b^{\varepsilon}(t)\right)^{\perp}}{\left|B^{\varepsilon}(t)\right|^{2}}\right) \omega^{\varepsilon}(x, t) \mathrm{d} x
$$

Since the function $x \mapsto \frac{x^{\perp}}{\left.X\right|^{2}}$ is smooth on $\mathcal{A}_{\eta_{0}}$, there exists a constant $C$ such that

$$
\left|\int \frac{x^{\perp}}{|X|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x-\gamma \frac{\left(b^{\varepsilon}(t)\right)^{\perp}}{\left|B^{\varepsilon}(t)\right|^{2}}\right| \leqslant \int C\left|x-b^{\varepsilon}(t)\right| \omega^{\varepsilon}(x, t) \mathrm{d} x \leqslant C \sqrt{I^{\varepsilon}(t)}
$$

In the end, we proved that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \varepsilon^{\varepsilon}(t)=-\gamma \frac{\sqrt{r_{0}^{2}+h^{2}}}{4 \pi h} \frac{b^{\varepsilon}(t)^{\perp}}{\left|B^{\varepsilon}(t)\right|^{2}}+\mathcal{O}\left(\frac{1}{\sqrt{|\ln \varepsilon|}}\right)+\mathcal{O}\left(\sqrt{I^{\varepsilon}(t)}\right)
$$

We now turn to the study of the moment of inertia $I^{\varepsilon}$.
Lemma 4.13. For every $t \leqslant T_{\varepsilon}$, we have that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} I^{\varepsilon}(t) \leqslant C\left(I^{\varepsilon}(t)+\frac{1}{|\ln \varepsilon|}\right) .
$$

Proof. We compute from (4.12) and Lemma 4.3:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} I^{\varepsilon}(t)=\frac{2}{|\ln \varepsilon|} \int\left(x-b^{\varepsilon}(t)\right) \cdot\left(v^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \omega^{\varepsilon}(x, t) \mathrm{d} x
$$

Recalling the decomposition (2.14),

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} I^{\varepsilon}(t)=\frac{2}{|\ln \varepsilon|} \int\left(x-b^{\varepsilon}(t)\right) \cdot\left(v_{K}^{\varepsilon}(x, t)+v_{L}^{\varepsilon}(x, t)+v_{R}^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \omega^{\varepsilon}(x, t) \mathrm{d} x . \tag{4.17}
\end{equation*}
$$

Similarly to what we did in the proof of Lemma 4.12, we use the boundedness of $v_{R}^{\varepsilon}$ and $F^{\varepsilon}$ to get, by the Cauchy-Schwarz inequality, that

$$
\begin{equation*}
\left|\int\left(x-b^{\varepsilon}(t)\right) \cdot\left(v_{R}^{\varepsilon}(x, t)+F^{\varepsilon}(x, t)\right) \omega^{\varepsilon}(x, t) \mathrm{d} x\right| \leqslant C\left(\int\left|x-b^{\varepsilon}(t)\right|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x\right)^{1 / 2}=C \sqrt{I^{\varepsilon}(t)} \tag{4.18}
\end{equation*}
$$

Next, we compute

$$
\begin{aligned}
& \int\left(x-b^{\varepsilon}(t)\right) \cdot v_{K}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \\
&=-\iint\left(x-b^{\varepsilon}(t)\right)^{\perp} \cdot H(x, y) \mathrm{D} \mathcal{T}(x) \frac{\mathcal{T}(x)-\mathcal{T}(y)}{|\mathcal{T}(x)-\mathcal{T}(y)|^{2}} \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

We temporarily denote $z=\mathcal{T}(x)-\mathcal{T}(y)$ and symmetrize the expression to get that

$$
\begin{aligned}
& \left|\int\left(x-b^{\varepsilon}(t)\right) \cdot v_{K}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x\right| \\
& =\frac{1}{2}\left|\iint H(x, y)\left[\left(x-b^{\varepsilon}(t)\right)^{\perp} \cdot\left(\mathrm{D} \mathcal{T}(x) \frac{z}{|z|^{2}}\right)-\left(y-b^{\varepsilon}(t)\right)^{\perp} \cdot\left(\mathrm{D} \mathcal{T}(y) \frac{z}{|z|^{2}}\right)\right] \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \mathrm{~d} y\right| \\
& =\frac{1}{2} \left\lvert\, \iint \frac{H(x, y)}{|z|^{2}}\left(\left(x-b^{\varepsilon}(t)\right)^{\perp} \cdot(\mathrm{D} \mathcal{T}(x) z)-\left(x-b^{\varepsilon}(t)\right)^{\perp} \cdot(\mathrm{D} \mathcal{T}(y) z)\right.\right. \\
& \left.\quad+\left(x-b^{\varepsilon}(t)\right)^{\perp} \cdot \mathrm{D} \mathcal{T}(y) z-\left(y-b^{\varepsilon}(t)\right)^{\perp} \cdot \mathrm{D} \mathcal{T}(y) z\right) \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \mathrm{~d} y \mid
\end{aligned}
$$

$$
\leqslant C \iint|H(x, y)|\left|x-b^{\varepsilon}(t)\right| \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \mathrm{~d} y+\frac{1}{2} \iint|H(x, y)| \frac{|x-y|}{|z|^{2}}|\mathrm{D} \mathcal{T}(y) z| \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \mathrm{~d} y
$$ and obtain by the Cauchy-Scwharz inequality and since $H$ is bounded that

$$
\begin{equation*}
\left|\int\left(x-b^{\varepsilon}(t)\right) \cdot v_{K}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x\right| \leqslant C \sqrt{I^{\varepsilon}(t)}+\mathcal{O}(1) \tag{4.19}
\end{equation*}
$$

We now compute

$$
\begin{aligned}
& \int\left(x-b^{\varepsilon}(t)\right) \cdot v_{L}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x=\int\left(x-b^{\varepsilon}(t)\right) \cdot \frac{x^{\perp}}{2|X|^{2}} \psi^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \\
&= \frac{1}{\gamma} \int\left(x-b^{\varepsilon}(t)\right) \cdot \frac{x^{\perp}}{2|X|^{2}}\left(\gamma \psi^{\varepsilon}(x, t)-\int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y\right) \omega^{\varepsilon}(x, t) \mathrm{d} x \\
& \quad+\frac{1}{\gamma} \int\left(x-b^{\varepsilon}(t)\right) \cdot \frac{x^{\perp}}{2|X|^{2}} \int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y \omega^{\varepsilon}(x, t) \mathrm{d} x .
\end{aligned}
$$

Using the Cauchy-Schwarz inequality and Corollary 4.11, we estimate the first term of the right hand side of the previous equality:

$$
\left|\frac{1}{\gamma} \int\left(x-b^{\varepsilon}(t)\right) \cdot \frac{x^{\perp}}{2|X|^{2}}\left(\gamma \psi^{\varepsilon}(x, t)-\int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y\right) \omega^{\varepsilon}(x, t) \mathrm{d} x\right| \leqslant C \sqrt{|\ln \varepsilon| I^{\varepsilon}(t)} .
$$

Using the relation with the energy Lemmas 4.8 and 4.10, we estimate the second term as:
$\left|\frac{1}{\gamma} \int\left(x-b^{\varepsilon}(t)\right) \cdot \frac{x^{\perp}}{2|X|^{2}} \int \psi^{\varepsilon}(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y \omega^{\varepsilon}(x, t) \mathrm{d} x\right| \leqslant C|\ln \varepsilon|\left|\int\left(x-b^{\varepsilon}(t)\right) \cdot \frac{x^{\perp}}{2|X|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x\right|+C \sqrt{I^{\varepsilon}(t)}$.
Moreover,

$$
\begin{align*}
\int(x & \left.-b^{\varepsilon}(t)\right) \cdot \frac{x^{\perp}}{|X|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x \\
& =\int\left(x-b^{\varepsilon}(t)\right) \cdot \frac{x^{\perp}}{\left|B^{\varepsilon}(t)\right|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x+\int\left(x-b^{\varepsilon}(t)\right) \cdot x^{\perp}\left(\frac{1}{|X|^{2}}-\frac{1}{\left|B^{\varepsilon}(t)\right|^{2}}\right) \omega^{\varepsilon}(x, t) \mathrm{d} x \tag{4.20}
\end{align*}
$$

and we then notice that

$$
\int\left(x-b^{\varepsilon}(t)\right) \cdot \frac{x^{\perp}}{\left|B^{\varepsilon}(t)\right|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x=-\frac{b^{\varepsilon}(t)}{\left|B^{\varepsilon}(t)\right|^{2}} \cdot \int x^{\perp} \omega^{\varepsilon}(x, t) \mathrm{d} x=-\frac{b^{\varepsilon}(t)}{\left|B^{\varepsilon}(t)\right|^{2}} \cdot \gamma\left(b^{\varepsilon}(t)\right)^{\perp}(t)=0 .
$$

We then use the fact that there exists a constant $C$ such that

$$
\left|\frac{1}{|X|^{2}}-\frac{1}{\left|B^{\varepsilon}(t)\right|^{2}}\right| \leqslant C\left|x(t)-b^{\varepsilon}(t)\right|
$$

to conclude from (4.20) that

$$
\left|\int\left(x-b^{\varepsilon}(t)\right) \cdot \frac{x^{\perp}}{|X|^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x\right| \leqslant C I^{\varepsilon}(t) .
$$

We have proved that

$$
\begin{equation*}
\left|\int\left(x-b^{\varepsilon}(t)\right) \cdot v_{L}^{\varepsilon}(x, t) \omega^{\varepsilon}(x, t) \mathrm{d} x\right| \leqslant C|\ln \varepsilon| I^{\varepsilon}(t)+C \sqrt{|\ln \varepsilon| I^{\varepsilon}(t)} . \tag{4.21}
\end{equation*}
$$

Gathering (4.17), (4.18), (4.19) and (4.21), we conclude that there exists a constant $C$ independent of $\varepsilon$ such that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} I^{\varepsilon}(t) \leqslant \frac{C}{|\ln \varepsilon|}\left(\sqrt{I^{\varepsilon}(t)}+1+|\ln \varepsilon| I^{\varepsilon}(t)+\sqrt{|\ln \varepsilon| I^{\varepsilon}(t)}\right),
$$

which implies that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} I^{\varepsilon}(t) \leqslant C\left(I_{\varepsilon}+\frac{1}{|\ln \varepsilon|}\right) .
$$

### 4.6 Weak localization

We are now in position to prove the first part of Theorem 4.2. First we get that the center of mass of the vorticity remains close to $z$.

Lemma 4.14. For every $t \in\left[0, T_{\varepsilon}\right]$, we have that

$$
I^{\varepsilon}(t) \leqslant \frac{C}{|\ln \varepsilon|},
$$

and

$$
\left|b^{\varepsilon}(t)-z(t)\right| \leqslant \frac{C}{\sqrt{|\ln \varepsilon|}}
$$

Proof. From Lemma 4.13, by Gronwall's inequality, we have that for all $t \in\left[0, T_{\varepsilon}\right]$,

$$
I^{\varepsilon}(t) \leqslant\left(I^{\varepsilon}(0)+\frac{C t}{|\ln \varepsilon|}\right) e^{C t}
$$

and thus there exists a constant $C$ depending on $T$ such that for every $\varepsilon>0$ and every $t \in\left[0, T_{\varepsilon}\right]$,

$$
I^{\varepsilon}(t) \leqslant \frac{C}{|\ln \varepsilon|},
$$

which proves the first estimate of Lemma 4.14.
We now plug this into the result of Lemma 4.12 to obtain that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} b^{\varepsilon}(t)=-\gamma \frac{\sqrt{r_{0}^{2}+h^{2}}}{4 \pi h} \frac{b^{\varepsilon}(t)^{\perp}}{\left|B^{\varepsilon}(t)\right|^{2}}+\mathcal{O}\left(\frac{1}{\sqrt{|\ln \varepsilon|}}\right) .
$$

We define

$$
f(x)=-\gamma \frac{\sqrt{r_{0}^{2}+h^{2}}}{4 \pi h} \frac{x^{\perp}}{|X|^{2}} .
$$

We start by checking that the function $z(t)=\widetilde{R}_{t \nu} z_{0}$ with $\nu=-\frac{\gamma}{4 \pi h\left|Z_{0}\right|}$ is a solution of $z^{\prime}(t)=f(z(t))$. Indeed,

$$
z^{\prime}(t)=\nu z^{\perp}(t)=-\frac{\gamma}{4 \pi h \sqrt{h^{2}+r_{0}^{2}}} z^{\perp}(t)=-\gamma \frac{\sqrt{r_{0}^{2}+h^{2}}}{4 \pi h} \frac{z^{\perp}(t)}{|Z(t)|^{2}}=f(z(t))
$$

Since $f$ is a Lipschitz function, and $\left|b^{\varepsilon}(0)-z_{0}\right| \leqslant \varepsilon$, we now use Gronwall's inequality, given in Lemma A. 2 with $g(t)=C / \sqrt{|\ln \varepsilon|}$, to obtain that there exists $\kappa$ such that for every $t \in\left[0, T_{\varepsilon}\right]$,

$$
\left|b^{\varepsilon}(t)-z(t)\right| \leqslant\left(\frac{t C}{\sqrt{|\ln \varepsilon|}}+\varepsilon\right) e^{\kappa t}
$$

Therefore, there exists $C$ depending on $T$ but not on $\varepsilon$ such that for every $\varepsilon$ small enough and for every $t \in\left[0, T_{\varepsilon}\right]$,

$$
\left|b^{\varepsilon}(t)-z(t)\right| \leqslant \frac{C}{\sqrt{|\ln \varepsilon|}}
$$

Finally, we estimate the amount of vorticity outside a small disk centered at $z$.
Proposition 4.15. Let $r_{\varepsilon}=\left(\frac{\ln |\ln \varepsilon|}{|\ln \varepsilon|}\right)^{1 / 2}$. Then there exists $C$ such that for every $t \in\left[0, T_{\varepsilon}\right]$,

$$
\int_{\mathbb{R}^{2} \backslash B\left(z(t), r_{\varepsilon}\right)} \omega^{\varepsilon}(x, t) \mathrm{d} x \leqslant \frac{C}{\ln |\ln \varepsilon|}
$$

Proof. We observe that

$$
\begin{aligned}
\int_{\mathcal{U} \backslash B\left(z(t), r_{\varepsilon}\right)} \omega^{\varepsilon}(x, t) \mathrm{d} x & \leqslant \int_{\mathcal{U} \backslash B\left(z(t), r_{\varepsilon}\right)} \frac{|x-z(t)|^{2}}{r_{\varepsilon}^{2}} \omega^{\varepsilon}(x, t) \mathrm{d} x \\
& \leqslant \frac{2}{r_{\varepsilon}^{2}} \int_{\mathcal{U} \backslash B\left(z(t), r_{\varepsilon}\right)}\left(\left|x-b^{\varepsilon}(t)\right|^{2}+\left|b^{\varepsilon}(t)-z(t)\right|^{2}\right) \omega^{\varepsilon}(x, t) \mathrm{d} x \\
& \leqslant \frac{C}{r_{\varepsilon}^{2}|\ln \varepsilon|}
\end{aligned}
$$

which ends the proof.
These two lemmas allow us to conclude the part $(i)$ of Theorem 4.2. To manage to prove that $T_{\varepsilon}=T$, namely that the vorticity remains supported in annulus, we prove in the next section the strong localization in the radial direction.

### 4.7 Strong localization

For $t \in\left[0, T_{\varepsilon}\right]$, let us define the mass of vorticity outside the annulus of thickness $\eta$ (see (3.3)) by

$$
m_{t}(\eta):=\int_{\mathcal{A}_{\eta}} \omega^{\varepsilon}(y, t) \mathrm{d} y
$$

and let $s \mapsto x_{t}(s)$ be the Lagrangian trajectory passing by $x_{0}$ at time $t$, i.e. the solution of

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} s} x_{t}(s)=\frac{1}{|\ln \varepsilon|}\left(v^{\varepsilon}\left(x_{t}(s), s\right)+F^{\varepsilon}\left(x_{t}(s), s\right)\right) \\
x_{t}(t)=x_{0}
\end{array}\right.
$$

with $x_{0}$ being such that

$$
\left|\left|x_{0}\right|-r_{0}\right|=R_{t}:=\max \left\{| | x\left|-r_{0}\right|, x \in \operatorname{supp} \omega^{\varepsilon}(t)\right\} .
$$

## Lemma 4.16.

$$
\frac{\mathrm{d}}{\mathrm{~d} s}\left|\left|x_{t}(s)\right|-r_{0}\right|(t) \leqslant \frac{C}{|\ln \varepsilon|}\left(1+\frac{1}{R_{t}}+\frac{\sqrt{m_{t}\left(R_{t} / 2\right)}}{\varepsilon}\right)
$$

Proof. We use that $x \cdot v_{L}(x, t) \equiv 0$ to write

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} s}\left|\left|x_{t}(s)\right|-r_{0}\right|(t) & =\frac{x_{t}(t)}{\left|x_{t}(t)\right|} \cdot\left[\frac{1}{|\ln \varepsilon|}\left(v^{\varepsilon}+F^{\varepsilon}\right)\left(x_{t}(t), t\right)\right] \frac{\left|x_{t}(t)\right|-r_{0}}{| | x_{t}(t)\left|-r_{0}\right|} \\
& \leqslant \frac{1}{|\ln \varepsilon|}\left|v_{K}^{\varepsilon}\left(x_{0}, t\right)+v_{R}^{\varepsilon}\left(x_{0}, t\right)+F^{\varepsilon}\left(x_{0}, t\right)\right| \\
& \leqslant \frac{C}{\ln \varepsilon}\left(1+\int \frac{\omega^{\varepsilon}(y, t)}{\left|\mathcal{T}\left(x_{0}\right)-\mathcal{T}(y)\right|} \mathrm{d} y\right) \\
& \leqslant \frac{C}{\ln \varepsilon}\left(1+\int \frac{\omega^{\varepsilon}(y, t)}{\left|x_{0}-y\right|} \mathrm{d} y\right)
\end{aligned}
$$

We now split the integral on $\mathcal{A}_{R_{t} / 2}$ and $\mathcal{U} \backslash \mathcal{A}_{R_{t} / 2}$. If $y \in \mathcal{A}_{R_{t} / 2}$, then $\left|x_{0}-y\right| \geqslant R_{t} / 2$, and thus

$$
\int_{\mathcal{A}_{R_{t} / 2}} \frac{\omega^{\varepsilon}(y, s)}{\left|x_{0}-y\right|} \mathrm{d} y \leqslant \frac{C}{R_{t}}
$$

On the complement, we use the following property: for every $\Omega \subset \mathbb{R}^{2}$

$$
\int_{\Omega} \frac{\omega^{\varepsilon}(y, s)}{\left|x_{0}-y\right|} \mathrm{d} y \leqslant C\left\|\omega^{\varepsilon}(s)\right\|_{L^{1}(\Omega)}^{\frac{1}{2}}\left\|\omega^{\varepsilon}(s)\right\|_{L^{\infty}(\Omega)}^{\frac{1}{2}}
$$

where $C$ is independent of $\Omega$, to obtain that

$$
\int_{\mathcal{U} \backslash \mathcal{A}_{R_{t} / 2}} \frac{\omega^{\varepsilon}(y, s)}{\left|x_{0}-y\right|} \mathrm{d} y \leqslant \frac{C}{\varepsilon} \sqrt{m_{t}\left(R_{t} / 2\right)}
$$

Lemma 4.17. For any $\ell>0$ and $\kappa \in\left(0, \frac{1}{4}\right)$,

$$
\lim _{\varepsilon \rightarrow 0} \varepsilon^{-\ell} m_{t}\left(\frac{1}{|\ln \varepsilon|^{\kappa}}\right)=0
$$

Proof. We use the same plan as in the proof of Lemma 7.3 in [19]. Let

$$
\mu_{t}(R, \eta):=\int\left(1-W_{R, \eta}\left(|y|-r_{0}\right)\right) \omega^{\varepsilon}(y, t) \mathrm{d} t
$$

where $W_{R, \eta}$ is a smooth non-negative function from $\mathbb{R}$ to $\mathbb{R}$ such that

$$
W_{R, \eta}(s)= \begin{cases}1 & \text { if }|s| \leqslant R \\ 0 & \text { if }|s| \geqslant R+\eta\end{cases}
$$

satisfying $\left|W_{R, \eta}^{\prime}\right| \leqslant C / \eta$ and $\left|W_{R, \eta}^{\prime \prime}\right| \leqslant C / \eta^{2}$. In particular, we have that

$$
\mu_{t}(R, \eta) \leqslant m_{t}(R) \leqslant \mu_{t}(R-\eta, \eta)
$$

We now compute

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mu_{t}(R, \eta)=-\frac{1}{|\ln \varepsilon|} \int \nabla\left(W_{R, \eta}\left(|y|-r_{0}\right)\right) \cdot\left(v^{\varepsilon}+F^{\varepsilon}\right)(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y
$$

$$
=-\frac{1}{|\ln \varepsilon|} \int W_{R, \eta}^{\prime}\left(|y|-r_{0}\right) \frac{y}{|y|} \cdot\left(v^{\varepsilon}+F^{\varepsilon}\right)(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y .
$$

Noticing from (2.16) that $v_{L}^{\varepsilon}(y, t) \cdot y=0$, and recalling the decomposition (2.14), we have that

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mu_{t}(R, \eta)= & -\frac{1}{|\ln \varepsilon|} \int W_{R, \eta}^{\prime}\left(|y|-r_{0}\right) \frac{y}{|y|} \cdot\left(v_{R}^{\varepsilon}+F^{\varepsilon}\right)(y, t) \omega^{\varepsilon}(y, t) \mathrm{d} y \\
& -\frac{1}{|\ln \varepsilon|} \int W_{R, \eta}^{\prime}\left(|y|-r_{0}\right) \frac{y^{\perp}}{|y|} \cdot v_{K}^{\varepsilon}(y, t)^{\perp} \omega^{\varepsilon}(y, t) \mathrm{d} y \\
:= & A_{1}+A_{2} .
\end{aligned}
$$

Recalling that $v_{R}^{\varepsilon}$ and $F^{\varepsilon}$ are bounded, that $\left|W_{R, \eta}^{\prime}\right| \leqslant C / \eta$ and that $W^{\prime}(s)=0$ outside of the annulus $R \leqslant|s| \leqslant R+\eta$, we have that

$$
\left|A_{1}\right| \leqslant \frac{C}{\eta|\ln \varepsilon|} \int_{R \leqslant\left||y|-r_{0}\right| \leqslant R+\eta} \omega^{\varepsilon}(y, t) \mathrm{d} y \leqslant \frac{C m_{t}(R)}{\eta|\ln \varepsilon|} .
$$

In order to deal with $A_{2}$, recalling the definition of $v_{K}^{\varepsilon}(2.15)$, we first notice by symmetrization that

$$
A_{2}=\frac{1}{4 \pi|\ln \varepsilon|} \iint f(x, y, t) \mathrm{d} x \mathrm{~d} y
$$

by letting

$$
f(x, y, t)=H(x, y)\left(W_{R, \eta}^{\prime}\left(|y|-r_{0}\right) \chi(y)-W_{R, \eta}^{\prime}\left(|x|-r_{0}\right) \chi(x)\right) \cdot \frac{\mathcal{T}(y)-\mathcal{T}(x)}{|\mathcal{T}(y)-\mathcal{T}(x)|^{2}} \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t)
$$

and

$$
\chi(y)=\frac{\mathrm{D} \mathcal{T}(y) y^{\perp}}{|y|}
$$

since $\mathrm{D} \mathcal{T}$ is a symmetric matrix. We observe that $f(x, y, t)=0$ for every $(x, y) \in\left(\mathcal{A}_{R}\right)^{2}$. Then, for any $\alpha>0$ such that $R>2 \eta^{\alpha}$, we have that

$$
\begin{aligned}
& \iint f(x, y, t) \mathrm{d} x \mathrm{~d} y=2 \iint_{\mathcal{A}_{R}^{c} \times \mathcal{A}_{R-\eta^{\alpha}}} f(x, y, t) \mathrm{d} x \mathrm{~d} y+2 \iint_{\mathcal{A}_{R}^{c} \times \mathcal{A}_{R-\eta^{\alpha}}^{c}} f(x, y, t) \mathrm{d} x \mathrm{~d} y \\
&-\iint_{\mathcal{A}_{R}^{c} \times \mathcal{A}_{R}^{c}} f(x, y, t) \mathrm{d} x \mathrm{~d} y .
\end{aligned}
$$

When $(x, y) \in \mathcal{A}_{R}^{c} \times \mathcal{A}_{R-\eta^{\alpha}}$, then $|x-y| \geqslant \eta^{\alpha}$. In particular,

$$
\frac{|\mathcal{T}(y)-\mathcal{T}(x)|}{|\mathcal{T}(y)-\mathcal{T}(x)|^{2}} \leqslant \frac{C}{\eta^{\alpha}}
$$

Using in addition that $\left|W_{R, \eta}^{\prime}\right| \leqslant C / \eta$ and that $H$ and $\chi$ are bounded, we have that

$$
\left|\iint_{\mathcal{A}_{R}^{c} \times \mathcal{A}_{R-\eta^{\alpha}}} f(x, y, t) \mathrm{d} x \mathrm{~d} y\right| \leqslant \frac{C}{\eta^{1+\alpha}} \iint_{\mathcal{A}_{R}^{c} \times \mathcal{A}_{R-\eta^{\alpha}}} \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \mathrm{~d} y \leqslant C \frac{m_{t}(R)}{\eta^{1+\alpha}} .
$$

For the other two terms, we use the fact that

$$
\left|W_{R, \eta}^{\prime}\left(|y|-r_{0}\right) \chi(y)-W_{R, \eta}^{\prime}\left(|x|-r_{0}\right) \chi(x)\right| \leqslant C\left(\frac{1}{\eta^{2}}+\frac{1}{\eta}\right)|x-y|
$$

since $W_{R, \eta}^{\prime \prime} \leqslant C / \eta^{2}, W_{R, \eta}^{\prime} \leqslant C / \eta$ and $\chi^{\prime}$ is bounded. Therefore, assuming that $\eta \leqslant 1$ and $R-\eta^{\alpha}>R / 2$, we have

$$
\left|2 \iint_{\mathcal{A}_{R}^{c} \times \mathcal{A}_{R-\eta^{\alpha}}^{c}} f(x, y, t) \mathrm{d} x \mathrm{~d} y\right|+\left|\iint_{\mathcal{A}_{R}^{c} \times \mathcal{A}_{R}^{c}} f(x, y, t) \mathrm{d} x \mathrm{~d} y\right| \leqslant \frac{C}{\eta^{2}} \iint_{\mathcal{A}_{R}^{c} \times \mathcal{A}_{R / 2}^{c}} \omega^{\varepsilon}(y, t) \omega^{\varepsilon}(x, t) \mathrm{d} x \mathrm{~d} y
$$

$$
\leqslant \frac{C}{\eta^{2} R^{2}} \int_{\mathcal{A}_{R}^{c}}| | x\left|-r_{0}\right|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x
$$

We now recall the definition of $J_{k}^{\varepsilon}$ given at (4.10). If $r_{0} \neq 0$ then using Lemma 4.7 with $k=1$ and $k=2$, we have that

$$
\begin{aligned}
\int_{\mathcal{A}_{R}^{c}}| | x\left|-r_{0}\right|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x & \leqslant \int_{\mathcal{U}}| | x\left|-r_{0}\right|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x \\
& =J_{2}^{\varepsilon}(t)-2 r_{0} J_{1}^{\varepsilon}(t)+r_{0}^{2} \gamma \\
& =\mathcal{O}\left(\frac{1}{|\ln \varepsilon|}\right)
\end{aligned}
$$

If $r_{0}=0$, we simply use Lemma 4.7 with $k=2$ to obtain that

$$
\int_{\mathcal{A}_{R}^{c}}| | x\left|-r_{0}\right|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x \leqslant \int_{\mathcal{U}}|x|^{2} \omega^{\varepsilon}(x, t) \mathrm{d} x=J_{2}^{\varepsilon}(t)=\mathcal{O}\left(\frac{1}{|\ln \varepsilon|}\right)
$$

In the end we have obtained that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mu_{t}(R, \eta) \leqslant A_{\varepsilon}(R, \eta) m_{t}(R) \tag{4.22}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{\varepsilon}(R, \eta)=C\left(\frac{1}{\eta|\ln \varepsilon|}+\frac{1}{\eta^{\alpha+1}|\ln \varepsilon|}+\frac{1}{\eta^{2} R^{2}|\ln \varepsilon|^{2}}\right) \tag{4.23}
\end{equation*}
$$

We note that the expression of $A_{\varepsilon}(R, \eta)$ coincides with the one obtained in [4, Equation (3.44)] and [19, Equation (7.3)]. It hence suffices to reproduce verbatim the remaining part of the proof of [4, Lemma 3.4] in order to complete the proof of Lemma 4.17. Indeed, the rest of the proof of [4, Lemma $3.4]$ is an iterative argument only based on (4.22)-(4.23).

We finish this section with the strong localization property, namely (ii) of Theorem 4.2.
Proposition 4.18. For every $\kappa<\frac{1}{4}$, there exists constants $C_{\kappa, T}$ and $\varepsilon_{\kappa, T}>0$, such that for every $\varepsilon \in\left(0, \varepsilon_{\kappa, T}\right]$ and for every $t \in\left[0, T_{\varepsilon}\right]$,

$$
\operatorname{supp} \omega^{\varepsilon}(\cdot, t) \subset\left\{x \in \mathbb{R}^{2},||x|-|z|| \leqslant \frac{C_{\kappa, T}}{|\ln \varepsilon|^{\kappa}}\right\}
$$

Note that for the axisymmetric 3D Euler equations without swirl, the identical localization property is shown in [4, Equation (3.8)]. Once Lemma 4.17 is proven, being the adaptation of [4, Lemma 3.4], the proof of Proposition 4.18 follows the same lines as the [ 4 , Proof of (3.8), p.70]. For the sake of a concise exposition, we refer to [4] for full details of the continuity argument, only based on the inequality in Lemma 4.16 and the limit of Lemma 4.17.

The proof of Theorem 4.2 is then complete.

## 5 End of the proof of Theorem 1.1.

We have now everything we need to conclude the proof of Theorem 1.1.
We already proved in Section 3 that for every $i \in\{1, \ldots, N\}$, we can consider $\omega_{i}^{\varepsilon}$ as a single blob of vorticity evolving in an exterior field $F_{i}^{\varepsilon}$ and by construction, $\omega_{i, 0}^{\varepsilon}$ and $F_{i}^{\varepsilon}$ satisfy (4.1) and (4.3) respectively with the appropriate choice of constants. Therefore, we can apply Theorem 4.2 to $\omega_{i}^{\varepsilon}$ and since the number of blobs is finite, we obtain directly that properties $(i)$ and (ii) of Theorem 1.1 both holds true on the time interval $\left[0, T_{\varepsilon}\right]$.

What remains to prove is simply that $T_{\varepsilon}=T$ at least for $\varepsilon$ small enough. This is obtained easily by contradiction. Assume that $T_{\varepsilon}<T$ for some $\varepsilon>0$. Let $\kappa \in(0,1 / 4)$. Then we proved that there exists a constant $C_{\kappa, T}$ independent of $\varepsilon$ such that

$$
\operatorname{supp} \omega_{i}^{\varepsilon}\left(\cdot, T_{\varepsilon}\right) \subset\left\{x \in \mathbb{R}^{2},\left||x|-\left|z_{i, 0}\right|\right| \leqslant \frac{C_{\kappa, T}}{|\ln \varepsilon|^{\kappa}}\right\}
$$

Assume now that $\varepsilon$ is small enough such that $\frac{C_{\kappa, T}}{\left.\ln \varepsilon\right|^{\kappa}}<\eta_{0} / 2$. By continuity, this is in contradiction with the definition of $T_{\varepsilon}$ given at (3.5). Therefore $T_{\varepsilon}=T$ and the proof of Theorem 1.1 is now complete.
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## A Appendix

We start by recalling a lemma of rearrangement which is Lemma B. 1 of [19].
Let $g$ be a non increasing continuous function from $(0,+\infty)$, non-negative, such that $s \mapsto s g(s) \in$ $L_{\text {loc }}^{1}([0, \infty))$. Let

$$
\mathcal{E}_{M, \gamma}=\left\{f \in L_{c}^{\infty}\left(\mathbb{R}^{2}\right), 0 \leqslant f \leqslant M, \int f=\gamma\right\} .
$$

Lemma A.1. For all $x \in \mathbb{R}^{2}$, we have

$$
\max _{f \in \mathcal{E}_{M, \gamma}} \int_{\mathbb{R}^{2}} g(|x-y|) f(y) \mathrm{d} y=2 \pi M \int_{0}^{R} s g(s) \mathrm{d} s
$$

where $R=\sqrt{\frac{\gamma}{\pi M}}$, namely that $f^{*}=M \mathbb{1}_{B(x, R)}$ is the map that maximizes this quantity on $\mathcal{E}_{M, \gamma}$.
We now introduce a variant of Gronwall's inequality.
Lemma A.2. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that there exists $\kappa$ such that

$$
\forall x, y \in \mathbb{R}^{n}, \quad|f(x)-f(y)| \leqslant \kappa|x-y| .
$$

Let $g \in L^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$and $T \geqslant 0$. We assume that $z: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ satisfies

$$
\forall t \in[0, T], \quad z^{\prime}(t)=f(z(t)),
$$

that $y: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ satisfies

$$
\forall t \in[0, T], \quad\left|y^{\prime}(t)-f(y(t))\right| \leqslant g(t)
$$

Then

$$
\forall t \in[0, T], \quad|y(t)-z(t)| \leqslant\left(\int_{0}^{t} g(s) \mathrm{d} s+|y(0)-z(0)|\right) e^{\kappa t} .
$$

Proof. We have that for all $t \in[0, T]$,

$$
\begin{aligned}
|y(t)-z(t)| & \leqslant\left|\int_{0}^{t}\left(y^{\prime}(s)-z^{\prime}(s)\right) \mathrm{d} s\right|+|y(0)-z(0)| \\
& \leqslant \int_{0}^{t} g(s) \mathrm{d} s+\left|\int_{0}^{t}(f(y(s))-f(z(s))) \mathrm{d} s\right|+|y(0)-z(0)| \\
& \leqslant \int_{0}^{t} g(s) \mathrm{d} s+|y(0)-z(0)|+\kappa \int_{0}^{t}|y(s)-z(s)| \mathrm{d} s
\end{aligned}
$$

so using now the classical Gronwall's inequality, since $t \mapsto \int_{0}^{t} g(s) \mathrm{d} s+|y(0)-z(0)|$ is non negative and differentiable, we have that

$$
|y(t)-z(t)| \leqslant\left(\int_{0}^{t} g(s) \mathrm{d} s+|y(0)-z(0)|\right) e^{\kappa t}
$$

## References

[1] F. J. Blanco-Rodríguez, S. Le Dizès, C. Selçuk, I. Delbende, and M. Rossi. Internal structure of vortex rings and helical vortices. J. Fluid Mech., 785:219-247, 2015.
[2] H. Bolnot, S. Le Dizès, and T. Leweke. Pairing instability in helical vortices. In M. Hölling, J. Peinke, and S. Ivanell, editors, Wind Energy - Impact of Turbulence, pages 23-28, Berlin, Heidelberg, 2014. Springer Berlin Heidelberg.
[3] A. C. Bronzi, M. C. Lopes Filho, and H. J. Nussenzveig Lopes. Global existence of a weak solution of the incompressible Euler equations with helical symmetry and $L^{p}$ vorticity. Indiana Univ. Math. J., 64(1):309-341, 2015.
[4] P. Buttà, G. Cavallaro, and C. Marchioro. Global time evolution of concentrated vortex rings. Z. Angew. Math. Phys., 73(2):24, 2022. Id/No 70.
[5] P. Buttà and C. Marchioro. Time evolution of concentrated vortex rings. J. Math. Fluid Mech., 22(2):21, 2020. Id/No 19.
[6] D. Cao and J. Wan. Structure of Green's function of elliptic equations and helical vortex patches for 3D incompressible Euler equations. Math. Ann., 2023.
[7] A. Castillo-Castellanos and S. Le Dizès. Closely spaced co-rotating helical vortices: long-wave instability. J. Fluid Mech., 946:A10, 2022.
[8] L. S. Da Rios. Sul moto d'un liquido indefinito con un filetto vorticoso di forma qualunque. Rend. Circ. Mat. Palermo, 22:117-135, 1906.
[9] J. Dávila, M. d. Pino, M. Musso, and J. Wei. Travelling helices and the vortex filament conjecture in the incompressible Euler equations. Calc. Var. Partial Differ. Equ., 61(4):30, 2022. Id/No 119.
[10] J. Dekeyser and J. Van Schaftingen. Vortex motion for the lake equations. Comm. Math. Phys., 375(2):1459-1501, 2020.
[11] B. Desjardins. A few remarks on ordinary differential equations. Commun. Partial Differ. Equations, 21(11-12):1667-1703, 1996.
[12] R. J. DiPerna and P. L. Lions. Ordinary differential equations, transport theory and Sobolev spaces. Invent. Math., 98(3):511-547, 1989.
[13] A. Dutrifoy. Global-in-time existence of some helicoid solutions of Euler equations. C. R. Acad. Sci., Paris, Sér. I, Math., 329(7):653-656, 1999.
[14] B. Ettinger and E. S. Titi. Global existence and uniqueness of weak solutions of three-dimensional Euler equations with helical symmetry in the absence of vorticity stretching. SIAM J. Math. Anal., 41(1):269-296, 2009.
[15] L. E. Fraenkel. On steady vortex rings of small cross-section in an ideal fluid. Proc. R. Soc. Lond., Ser. A, 316:29-62, 1970.
[16] D. Gilbarg and N. Trudinger. Elliptic Partial Differential Equations of Second Order. Classics in Mathematics. Springer-Verlag Berlin Heidelberg, 2001.
[17] I. Guerra and M. Musso. Cluster of vortex helices in the incompressible 3d euler equations. arXiv:2304.14025, 2023.
[18] D. Guo and L. Zhao. Global well-posedness of weak solutions to the incompressible euler equations with helical symmetry in $\mathbb{R}^{3}$. arXiv:2301.01399, 2023.
[19] L. E. Hientzsch, C. Lacave, and E. Miot. Dynamics of several point vortices for the lake equations. Trans. Am. Math. Soc., 377(1):203-248, 2024.
[20] R. L. Jerrard and C. Seis. On the vortex filament conjecture for Euler flows. Arch. Ration. Mech. Anal., 224(1):135-172, 2017.
[21] Q. Jiu, J. Li, and D. Niu. Global existence of weak solutions to the three-dimensional Euler equations with helical symmetry. J. Differ. Equations, 262(10):5179-5205, 2017.
[22] A. J. Majda and A. L. Bertozzi. Vorticity and incompressible flow. Camb. Texts Appl. Math. Cambridge: Cambridge University Press, 2002.
[23] C. Marchioro and M. Pulvirenti. Vortices and localization in Euler flows. Commun. Math. Phys., 154(1):49-61, 1993.
M. Donati: Université de Lyon, ENS de Lyon, Unité de Mathématiques Pures et Appliquées, 69364 Lyon, France.
C. Lacave: Univ. Savoie Mont Blanc, CNRS, LAMA, ISTerre, 73000 Chambéry, France.
E. Miot: Univ. Grenoble Alpes, CNRS, IF, 38000 Grenoble, France.

Email address:
Martin.Donati@univ-grenoble-alpes.fr
Christophe.Lacave@univ-smb.fr
Evelyne.Miot@univ-grenoble-alpes.fr


[^0]:    ${ }^{1}$ The definition of weak solution in [14] slightly differs from the one of the present paper, because it is given only in terms of $\Psi$, but it can be straightforwardly proved that it coincides with the one given below for a weak solution.

