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Consider N = 1 and d = 1,

dxi

dt
= −xi + alyi−1 + ayi + aryi+1 + blui−1 + bui + brui+1 + z.

The diagram of this CNN model:
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Mosaic patterns (Output patterns)

{(y(k)
i )} i∈Z

1≤k≤N

⇐⇒ |y(k)
i | = 1

.

Mosaic input {(u(1)
i )} ⇐⇒ |u(1)

i | = 1, i ∈ Z.
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Question

(I) { input (u
(1)
i )} ≡ I −→ { outputs (y

(N)
i )} ≡ Y

(II) Complexity of { outputs } ≡ Y.
(i) Spatial entropy.
(ii) Zeta function.
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In (1), consider N = 1 and d = 1.

(3)
dxi

dt
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One-layer CNN

In (1), consider N = 1 and d = 1.

(3)
dxi

dt
= −xi+alyi−1+ayi+aryi+1+blui−1+bui+brui+1+z.

Consider the stationary solutions,

(4) 0 = −xi + alyi−1 + ayi + aryi+1 + blui−1 + bui + brui+1 + z.
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yi = 1 ⇔ (a − 1) + z + (alyi−1 + aryi+1) > 0.

yi = −1 ⇔ (a − 1) − z − (alyi−1 + aryi+1) > 0.
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Mosaic patterns with B = 0:

yi = 1 ⇔ (a − 1) + z + (alyi−1 + aryi+1) > 0.

yi = −1 ⇔ (a − 1) − z − (alyi−1 + aryi+1) > 0.

Mosaic patterns with B 6= 0:

yi = 1 ⇔ (a − 1) + z >

−(alyi−1 + aryi+1 + blui−1 + bui + brui+1).

yi = −1 ⇔ (a − 1) − z >

(alyi−1 + aryi+1 + blui−1 + bui + brui+1).



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

Outline
1 Introduction
2 One-layer CNN

One-layer CNN
Without input
With input
Why sofic?

3 Sofic shift
Introduction to sofic shift
Entropy for shift space
Zeta function
Application to one-layer CNN with input
Difference between CNN with and without input

4 Multi-layer CNN
Two-layer CNN with input
Multi-layer CNN

5 New phenomena
6 Recent works and future plans
7 Reference



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

One-layer CNN without input (B = 0)

Procedures
1 Partition of parameters space.



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

One-layer CNN without input (B = 0)

Procedures
1 Partition of parameters space.
2 Ordering matrix of all local patterns.



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

One-layer CNN without input (B = 0)

Procedures
1 Partition of parameters space.
2 Ordering matrix of all local patterns.
3 Transition matrix of given templates (A, z).



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

One-layer CNN without input (B = 0)

Procedures
1 Partition of parameters space.
2 Ordering matrix of all local patterns.
3 Transition matrix of given templates (A, z).
4 Patterns generated by (A, z) (SFT: subshift of finite type).



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

One-layer CNN without input (B = 0)

Procedures
1 Partition of parameters space.
2 Ordering matrix of all local patterns.
3 Transition matrix of given templates (A, z).
4 Patterns generated by (A, z) (SFT: subshift of finite type).
5 Spatial entropy.



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

One-layer CNN without input (B = 0)

Procedures
1 Partition of parameters space.
2 Ordering matrix of all local patterns.
3 Transition matrix of given templates (A, z).
4 Patterns generated by (A, z) (SFT: subshift of finite type).
5 Spatial entropy.
6 Zeta function.



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

(I) Partition of parameters space (al, ar, a, z)
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(I) Partition of parameters space (al, ar, a, z)

2. Length of parameters:
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(I) Partition of parameters space (al, ar, a, z)

4. Relations between a, z and other parameters [m, n](J):
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(II) Ordering matrix of local patterns
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(III) Transition matrix

Given (A, z), the local patterns B = B((A, z)).
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(III) Transition matrix

Given (A, z), the local patterns B = B((A, z)).

Example:
On region [3, 2](I),
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(III) Transition matrix

Given (A, z), the local patterns B = B((A, z)).

Example:
On region [3, 2](I),

B = {000, 001, 111, 110, 011}.
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(III) Transition matrix

Given (A, z), the local patterns B = B((A, z)).

Example:
On region [3, 2](I),

B = {000, 001, 111, 110, 011}.

The transition matrix

(5) T ≡ T(A, z) =




1 1 0 0
0 0 0 1
0 0 0 0
0 0 1 1


 .
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(III) Transition matrix

Given (A, z), the local patterns B = B((A, z)).

Example:
On region [3, 2](I),

B = {000, 001, 111, 110, 011}.

The transition matrix

(5) T ≡ T(A, z) =




1 1 0 0
0 0 0 1
0 0 0 0
0 0 1 1


 .

=⇒ subshift of finite type of {0, 1}Z
1

.
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(IV) Subshift of finite type

The same region as last example,
G = (V(G), E(G)), where

V(G) = {v1, v2, v3, v4} = {00, 01, 10, 11},
E(G) = {eij | 1 ≤ i, j ≤ 4, tij = 1}.
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(IV) Subshift of finite type

The same region as last example,
G = (V(G), E(G)), where

V(G) = {v1, v2, v3, v4} = {00, 01, 10, 11},
E(G) = {eij | 1 ≤ i, j ≤ 4, tij = 1}.

00

01

10

11
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(IV) Subshift of finite type

The same region as last example,
G = (V(G), E(G)), where

V(G) = {v1, v2, v3, v4} = {00, 01, 10, 11},
E(G) = {eij | 1 ≤ i, j ≤ 4, tij = 1}.

00

01

10

11

T = T(A, z) : transition matrix of G = G(A, z).



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

(IV) Subshift of finite type

The same region as last example,
G = (V(G), E(G)), where

V(G) = {v1, v2, v3, v4} = {00, 01, 10, 11},
E(G) = {eij | 1 ≤ i, j ≤ 4, tij = 1}.

00

01

10

11

T = T(A, z) : transition matrix of G = G(A, z).

Σn(A, z) = {patterns of length n}
= {ei1i2ei2i3 · · · ein−2in−1

| tikik+1
= 1, 1 ≤ k ≤ n − 2}.
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(V) Spatial entropy

Given (A, z) ⇒ B(A, z) ⇒ T
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(V) Spatial entropy

Given (A, z) ⇒ B(A, z) ⇒ T

Γn×1 : number of admissible patterns on Zn×1

⇒Γn×1 = |Tn−2|, ∀n ≥ 3
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(V) Spatial entropy

Given (A, z) ⇒ B(A, z) ⇒ T

Γn×1 : number of admissible patterns on Zn×1

⇒Γn×1 = |Tn−2|, ∀n ≥ 3

Spatial entropy

h((A, z)) ≡ lim
n→∞

log Γn×1

n
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(V) Spatial entropy

Given (A, z) ⇒ B(A, z) ⇒ T

Γn×1 : number of admissible patterns on Zn×1

⇒Γn×1 = |Tn−2|, ∀n ≥ 3

Spatial entropy

h((A, z)) ≡ lim
n→∞

log Γn×1

n

= lim
n→∞

log |Tn−2|
n

= log ρ(T),

where ρ(T) is the maximum eigenvalue of T.
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(V) Spatial entropy

Given (A, z) ⇒ B(A, z) ⇒ T

Γn×1 : number of admissible patterns on Zn×1

⇒Γn×1 = |Tn−2|, ∀n ≥ 3

Spatial entropy

h((A, z)) ≡ lim
n→∞

log Γn×1

n

= lim
n→∞

log |Tn−2|
n

= log ρ(T),

where ρ(T) is the maximum eigenvalue of T.

h(T)

{
> 0 : spatial chaos
= 0 : pattern formation
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(VI) Zeta function

Definition 2.1
The zeta function of T is defined by

(6) ζ(t) := exp(

∞∑

n=1

pn

n
tn),

where pn is the number of periodic patterns with period n in Z1.

Lemma 2.2

(7) pn = tr(Tn).
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(VI) Zeta function

Definition 2.1
The zeta function of T is defined by

(6) ζ(t) := exp(

∞∑

n=1

pn

n
tn),

where pn is the number of periodic patterns with period n in Z1.

Theorem 2.3

ζ(t) = exp(
∞∑

n=1

tr(Tn)

n
tn)

= (det(I − tT))−1.

(8)
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One-layer CNN with input (B 6= 0)

Procedures
1 Partition of parameters space.
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One-layer CNN with input (B 6= 0)

Procedures
1 Partition of parameters space.
2 Ordering matrix of all local patterns.
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One-layer CNN with input (B 6= 0)

Procedures
1 Partition of parameters space.
2 Ordering matrix of all local patterns.
3 Outputs of (A, B, z) and outputs of (A, B, z) with input U .
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One-layer CNN with input (B 6= 0)

Procedures
1 Partition of parameters space.
2 Ordering matrix of all local patterns.
3 Outputs of (A, B, z) and outputs of (A, B, z) with input U .
4 Labeled graph =⇒ Sofic shift.
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One-layer CNN with input (B 6= 0)

Procedures
1 Partition of parameters space.
2 Ordering matrix of all local patterns.
3 Outputs of (A, B, z) and outputs of (A, B, z) with input U .
4 Labeled graph =⇒ Sofic shift.
5 Spatial entropy.
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One-layer CNN with input (B 6= 0)

Procedures
1 Partition of parameters space.
2 Ordering matrix of all local patterns.
3 Outputs of (A, B, z) and outputs of (A, B, z) with input U .
4 Labeled graph =⇒ Sofic shift.
5 Spatial entropy.
6 Zeta function.
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(I) Partition of parameters space

Steps
1 Sign of parameters (al, ar, bl, b, br).
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(I) Partition of parameters space

Steps
1 Sign of parameters (al, ar, bl, b, br).
2 Length of (|al|, |ar|, |bl|, |b|, |br|).



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

(I) Partition of parameters space

Steps
1 Sign of parameters (al, ar, bl, b, br).
2 Length of (|al|, |ar|, |bl|, |b|, |br|).
3 Relations between (|al|, |ar|, |bl|, |b|, |br|).
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(I) Partition of parameters space

Steps
1 Sign of parameters (al, ar, bl, b, br).
2 Length of (|al|, |ar|, |bl|, |b|, |br|).
3 Relations between (|al|, |ar|, |bl|, |b|, |br|).
4 Relations between a, z and other parameters

[m, n](J), J = [j1, j2, j3].
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Theorem 2.4
For (A, B, z) ∈ R7, there is a unique region [m, n](J) defines
the basic set of admissible local patterns B(A, B, z), where
0 ≤ m, n ≤ 32, J = [j1, j2, j3], 1 ≤ j1 ≤ 32, 1 ≤ j2 ≤ 120,
1 ≤ j3 ≤ 231.
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Example 2.5
Pick A = [al, a, ar] and B = [bl, b, br] satisfying

(1) al > bl > ar > b > br > 0;

(2) al + br < bl + ar, al + b > ar + bl + br;

(3) ar + b + br < al < bl + b;

(4) bl + br < ar + b, bl > ar + br, ar > b + br
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Example 2.5
Pick A = [al, a, ar] and B = [bl, b, br] satisfying

(1) al > bl > ar > b > br > 0;

(2) al + br < bl + ar, al + b > ar + bl + br;

(3) ar + b + br < al < bl + b;

(4) bl + br < ar + b, bl > ar + br, ar > b + br

Take R = [23, 18]-region in (a − 1) − z plane and input
U = {− + −,− + +, + − +}, we have the local patterns as
follows:
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Example 2.5
Pick A = [al, a, ar] and B = [bl, b, br] satisfying

(1) al > bl > ar > b > br > 0;

(2) al + br < bl + ar, al + b > ar + bl + br;

(3) ar + b + br < al < bl + b;

(4) bl + br < ar + b, bl > ar + br, ar > b + br

Take R = [23, 18]-region in (a − 1) − z plane and input
U = {− + −,− + +, + − +}, we have the local patterns as
follows:
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(II) Ordering matrix of X3×2

Motivations:
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(II) Ordering matrix of X3×2

Motivations:

Given B ≡ B ((A, B, z))⊂{0, 1}Z3×2 , hope to generate
Σ (B) .
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(II) Ordering matrix of X3×2

Motivations:

Given B ≡ B ((A, B, z))⊂{0, 1}Z3×2 , hope to generate
Σ (B) .

Consider Output space:
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(II) Ordering matrix of X3×2

Motivations:

Given B ≡ B ((A, B, z))⊂{0, 1}Z3×2 , hope to generate
Σ (B) .

Consider Output space:

YU = {(yi)i∈Z
| there exists (ui)i∈Z

s.t. (y ◦ u) ∈ Σ (B)},
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(II) Ordering matrix of X3×2

Motivations:

Given B ≡ B ((A, B, z))⊂{0, 1}Z3×2 , hope to generate
Σ (B) .

Consider Output space:

YU = {(yi)i∈Z
| there exists (ui)i∈Z

s.t. (y ◦ u) ∈ Σ (B)},

where (y ◦ u) denote the ∞× 2 admissible patterns

generated from B, i.e.,
· · · y−1y0y1 · · ·
· · ·u−1u0u1 · · · ∈ Σ (B) .
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Remark
One can see that there is self-similarity on the ordering matrix
of CNN with input.
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(III) Labeled graph

Theorem 2.6
One-layer CNN with input U is a sofic shift.
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(III) Labeled graph

Theorem 2.6
One-layer CNN with input U is a sofic shift.

0
00

00

0

00

0

000

0

0

00

0

0
0

0
0

00
0

0

0
0

0
0

00
0

00

0
00

0
00

00
00

111

11
1

1

11

1

11

11
11

1
11

1
11

11

11
1

1
1

1
1

1

11
1

1
1

1
1

1

11

1

1



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

(IV) Transition matrix

Example 2.7 (Continued)
T (B) can be constructed w.r.t X (B) as follows:

T =




T1 T1 0 0
0 0 0 T3

T2 0 0 0
0 0 T1 T1


 ,

where T1 =




0 0 0 0
0 0 1 1
0 1 0 0
0 0 0 0


 , T2 =




0 0 0 0
0 0 1 1
0 0 0 0
0 0 0 0


 and

T3 =




0 0 0 0
0 0 0 1
0 1 0 0
0 0 0 0


 .
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Why Sofic?

Given A, B and z, we have the basic set (B) ≡ B (A, B, z)

1 |Tn−2 (B) | =the number of all admissible patterns in
Σn×2 (B)
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Why Sofic?

Given A, B and z, we have the basic set (B) ≡ B (A, B, z)

1 |Tn−2 (B) | =the number of all admissible patterns in
Σn×2 (B)

2 To generate admissible patterns of YU , S = {sijk}0≤i,j,k≤1

should be introduced to specify the output patterns.
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Why Sofic?

Given A, B and z, we have the basic set (B) ≡ B (A, B, z)

1 |Tn−2 (B) | =the number of all admissible patterns in
Σn×2 (B)

2 To generate admissible patterns of YU , S = {sijk}0≤i,j,k≤1

should be introduced to specify the output patterns.
3 Once

T =




T1 T2 0 0
0 0 T3 T4

T5 T6 0 0
0 0 T7 T8




is constructed, let
S = {s000, s001, s010, s011, s100, s101, s110, s111} , then
symbolic transition matrix S is:

S =




s000T1 s001T2 0 0
0 0 s010T3 s011T4

s100T5 s101T6 0 0
0 0 s110T7 s111T8


 .
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Theorem 2.8
YU is conjugate to XS under φ : YU → XS, where φ is a factor
map induced by the sliding block code Φ (y0y1y2) = sy0y1y2

.
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Theorem 2.8
YU is conjugate to XS under φ : YU → XS, where φ is a factor
map induced by the sliding block code Φ (y0y1y2) = sy0y1y2

.

Theorem 2.9
If X and Y are shift spaces, and X is conjugate to Y under
conjugacy φ, then

h (X) = h (X) ;

ζσX
(X) = ζσY

(Y )
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Theorem 2.8
YU is conjugate to XS under φ : YU → XS, where φ is a factor
map induced by the sliding block code Φ (y0y1y2) = sy0y1y2

.

Theorem 2.9
If X and Y are shift spaces, and X is conjugate to Y under
conjugacy φ, then

h (X) = h (X) ;

ζσX
(X) = ζσY

(Y )

Thus the problem of computation the entropy and zeta
function of YU is equivalent to compute the these two
invariants of XS.
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Introduction to Sofic Shift

Definition 3.1
A labeled graph G is a pair (G,L) , where G is a graph with
edge E , and the labeling L : E → A assigns to each edge e of
G a label L (e) from the finite alphabet A. The underlying graph
of G is G.

0 1
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Introduction to Sofic Shift

Definition 3.1
A labeled graph G is a pair (G,L) , where G is a graph with
edge E , and the labeling L : E → A assigns to each edge e of
G a label L (e) from the finite alphabet A. The underlying graph
of G is G.

a

b

b

0 1
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If ζ = · · · e−1e0e1 · · · is a bi-infinite word in G, define the
label of the walk ζ to be

L∞ = · · · L (e−1)L (e0)L (e1) · · · ∈ AZ.

aa b bb · · ·

· · ·

· · ·

· · · 11 00 00
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If ζ = · · · e−1e0e1 · · · is a bi-infinite word in G, define the
label of the walk ζ to be

L∞ = · · · L (e−1)L (e0)L (e1) · · · ∈ AZ.

aa b bb · · ·

· · ·

· · ·

· · · 11 00 00

Thus, XG is defined,

XG =
{
x ∈ AZ : x = L∞ (ζ) for some ζ ∈ XG

}
.
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Entropy for Shift Space

X : shift space, h (X) = lim
n→∞

log|Bn(X)|
n

,

where Bn (X) is the n-block of X.
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Entropy for Shift Space

X : shift space, h (X) = lim
n→∞

log|Bn(X)|
n

,

where Bn (X) is the n-block of X.

The entropy of X is the growth rate of n-block in X,

i.e., it measures the complexity of X.



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

Entropy for Shift Space

X : shift space, h (X) = lim
n→∞

log|Bn(X)|
n

,

where Bn (X) is the n-block of X.

The entropy of X is the growth rate of n-block in X,

i.e., it measures the complexity of X.

For N−layer CNN, in some region of parameter space, we
compute the entropy of the output space h (YU ),
where YU =

{
(yi)i∈Z

|∃ (ui)i∈Z
s.t. (y ◦ u) ∈ Σ (B)

}
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Computation of Entropy for SFT

Theorem 3.2
If X is a SFT, and T is its transition matrix, then

h (X) = log ρ (T) .

where ρ (T) is the maximal eigenvalue of T.
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Computation of Entropy for Sofic Shift

Definition 3.3
A label set G = (G,L) is right resolving if for every vertex I of
G, the edge from I carry different labels.

I

a

a
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Computation of Entropy for Sofic Shift

Definition 3.3
A label set G = (G,L) is right resolving if for every vertex I of
G, the edge from I carry different labels.

I

a

a



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

Theorem 3.4
Given YU , and S = (GT,L) is the sofic shift induced by YU , if S

is right-resolving, then the entropy of XS is

h (XS) = log ρ (T) .

where ρ (T) is the maximal eigenvalue of T.
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Theorem 3.4
Given YU , and S = (GT,L) is the sofic shift induced by YU , if S

is right-resolving, then the entropy of XS is

h (XS) = log ρ (T) .

where ρ (T) is the maximal eigenvalue of T.

In this case, h (YU ) = h (XS) = log ρ (T) .
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Theorem 3.5
Given S = (GT,L) is a labeled graph which is not right
resolving, then there is a sofic shift H = (GH,L) which is right
resolving that is conjugate to XS, i.e., XS = XH.
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Theorem 3.5
Given S = (GT,L) is a labeled graph which is not right
resolving, then there is a sofic shift H = (GH,L) which is right
resolving that is conjugate to XS, i.e., XS = XH.

In this case h (YU ) = h (XS) = h (XH) = log ρ (H) .
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Theorem 3.5
Given S = (GT,L) is a labeled graph which is not right
resolving, then there is a sofic shift H = (GH,L) which is right
resolving that is conjugate to XS, i.e., XS = XH.

In this case h (YU ) = h (XS) = h (XH) = log ρ (H) .

The method for constructing H = (GH,L) is called “Subset
Construction”.
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Subset Construction

Example 3.6
For a sofic shift with the sign matrix is

B =

[
a a

b ∅

]
, A =

[
1 1
1 0

]

a

a

b

0 1
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Introduce a new symbol {0, 1} ,and a new symbolic adjacency
matrix C indexed by {0, 1, {0, 1}}as

C =




a b ∅

a ∅ ∅

∅ b ∅





a a

b

b

0

1

{0, 1}

Thus in this case C is right resolving, and XGB
≃ XGC

.

Such construction is not unique, all of them are conjugate.
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Introduce a new symbol {0, 1} ,and a new symbolic adjacency
matrix C indexed by {0, 1, {0, 1}}as

C =




a b ∅

a ∅ ∅

∅ b ∅





a a

b

b

0

1

{0, 1}

Thus in this case C is right resolving, and XGB
≃ XGC

.

Such construction is not unique, all of them are conjugate.

Minimal subset construction



Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Without input

With input

Why sofic?

Sofic shift
Introduction to sofic shift

Entropy for shift space

Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input

Multi-layer CNN

New phenomena

Recent works and
future plans

Reference

For computation the entropy of GB = (GA,L), define the
transition matrix of C by

D =




1 1 0
1 0 0
0 1 0



 ,

we have

h (XGB
) = h (XGC

) = log ρ (D) = log
1 +

√
5

2
.
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Zeta Functions for SFT

Definition 3.7
Let (M, φ) be a dynamical system for which pn (φ) < ∞ for all
n ≥ 1. The zeta function ζφ (t) is defined as

ζφ (t) = exp

(
∞∑

n=1

pn (φ)

n
tn

)
.

Theorem 3.8
Let A be an r × r nonnegative integer matrix, χA (t) is
characteristic polynomial, then

ζσA
(t) =

1

trχA (t−1)
=

1

det (Id − tA)

Thus the zeta function of a SFT is the reciprocal of a
polynomial.
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Notations:
G = (G,L) : right resolving labeled graph
r : the number of vertices in G

V = {1, · · · , r}
B : the symbolic transition matrix of XG

A : obtained from B by letting all the symbol equal to 1

1 F = {f1 · · · fj}
π : permutation act on F

i.e., π (F ) =
(
fi1 , · · · , fij

)
with π (fk) = fik

for k = 1, · · · , j.
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Notations:
G = (G,L) : right resolving labeled graph
r : the number of vertices in G

V = {1, · · · , r}
B : the symbolic transition matrix of XG

A : obtained from B by letting all the symbol equal to 1

1 F = {f1 · · · fj}
π : permutation act on F

i.e., π (F ) =
(
fi1 , · · · , fij

)
with π (fk) = fik

for k = 1, · · · , j.

2 Define the

sgn (π) =





1 if π is even

−1 if π is odd
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Signed subset matrices:
1 Construct Gj with {±a : a ∈ A} , where 1 ≤ j ≤ r = |V|.
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Signed subset matrices:
1 Construct Gj with {±a : a ∈ A} , where 1 ≤ j ≤ r = |V|.

2 |Vj | =
(
r
j

)
: the number of vertices of Gj .
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Signed subset matrices:
1 Construct Gj with {±a : a ∈ A} , where 1 ≤ j ≤ r = |V|.

2 |Vj | =
(
r
j

)
: the number of vertices of Gj .

3 If there is a edge a sent I = {I1, · · · , Ij} to
J = {J1, · · · , Jj}, then there is a labeling a from I to J in
Gj if (J1, · · · , Jj) is even, otherwise, label it by −a.
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Signed subset matrices:
1 Construct Gj with {±a : a ∈ A} , where 1 ≤ j ≤ r = |V|.

2 |Vj | =
(
r
j

)
: the number of vertices of Gj .

3 If there is a edge a sent I = {I1, · · · , Ij} to
J = {J1, · · · , Jj}, then there is a labeling a from I to J in
Gj if (J1, · · · , Jj) is even, otherwise, label it by −a.

4 We get Gj , Bj and Aj .
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Theorem 3.9
Let G be a right resolving labeled graph with r vertices, and let
Aj be its jth sign subset matrix. Then

ζσG
(t) =

r∏

j=1

[det (Id − tAj)]
(−1)j

Thus the zeta function for a sofic shift is a rational function.
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Example 3.10 (Even Shift)

If G =(GA,L) , with B =

[
a b

b ∅

]
and A =

[
1 1
1 0

]
, then

G1 = G. Moreover, G2 can be constructed with B2 = [−b] and
A2 = [−1] .

a

b

b

0 1
{0, 1}

−b

Thus, the zeta function can be computed as

ζσG
(t) =

1 + t

1 − t − t2
.
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Application to one-layer CNN with input

Theorem 3.11

Given A, B, z, and U , let T̃ = T((A, B, z)),
T = T((A, B, z);U) ∈ M16(R) and U = T(U) ∈ M4(R) be the
transition matrices, then

(9) T = T̃ ◦ (E4 ⊗ U),

where ◦ and ⊗ are the Hadamard product and Kronecker
product, resp., E4 = (eij) ∈ M4(R) with eij = 1 for all i, j.
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Computation of entropy for CNN with input

Example 3.12 (Continued)
Same example as before, the transition matrix is

T =




T1 T1 0 0
0 0 0 T3

T2 0 0 0
0 0 T1 T1


 ,

where T1 =




0 0 0 0
0 0 1 1
0 1 0 0
0 0 0 0


 , T2 =




0 0 0 0
0 0 1 1
0 0 0 0
0 0 0 0


 and

T3 =




0 0 0 0
0 0 0 1
0 1 0 0
0 0 0 0


 .
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Computation of entropy for CNN with input

Example 3.12 (Continued)
Therefore, we have

S =




s000T1 s001T1 0 0
0 0 0 s011T3

s100T2 0 0 0
0 0 s110T1 s111T1


 .

This sofic is not right resolving. Use subset construction:

a

a

a

b

b

b

c

c

c

d

e

ee

f

f

f

{2}

{7, 8}

{14}

{11, 12}

{3, 4} {6} {16}

{3}

{10}

{15}

{7}
{15, 16}
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Computation of entropy for CNN with input

Example 3.12 (Continued)
New right resolving sofic shift can be obtained as

H =




0 0 1 0 0 1 0 0 0 0 0 0
1 0 0 1 0 0 0 0 0 0 0 0
1 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 1
0 0 0 0 0 0 1 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 1 0 0 0




,

then h ((A, B, z)) = log λ > 0
where λ is the maximal eigenvalue of t6 − 2t4 + t2 − 1 = 0.
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Computation of entropy for CNN with input

Example 3.12 (Continued)
For the computation of zeta function, we should construct the
k−th sign subset matrices Ak of H.

A1 = H, A2 =




0 −1 −1 0 0 0 0 0
0 −1 −1 0 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 −1
0 0 0 0 0 0 −1 −1
0 0 0 0 0 0 0 0




,

and A3 = · · · = A12 = 0, then

ζσH
=

(t + 1)2

1 − 2t2 + t4 − t6
.
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Given (A, B, z) , then

1 If B = 0, then B (A, B, z) and transition matrix T can be
uniquely defined and
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Relations

Theorem 3.13
Given (A, B, z) , then

1 If B = 0, then B (A, B, z) and transition matrix T can be
uniquely defined and

Σ (B (A, B, z)) = XT.

2 If B 6= 0, B (A, B, z) and transition matrix T can be
uniquely defined. Let S = {si}i∈I and construct S, then

YU = XS,

where

YU = {(yi)i∈Z
| there exists (ui)i∈Z

s.t. (y ◦ u) ∈ Σ (B)}.

and S = (GT,S) is the sofic shift with underling graph GT

and labeling by S.
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MCNN: N-layer CNN with input

Equations

(10)
dx

(n)
i

dt
= −x

(n)
i +

∑

|k|≤d

aky
(n)
i+k +

∑

|k|≤d

bku
(n)
i+k + z(n),

where u
(n)
i = y

(n−1)
i for 1 ≤ n ≤ N, and u

(0)
i = ui for i ∈ Z.

Questions
For N -layer CNN with input:

Relation between i-th and (i + 1)−th layer?
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MCNN: N-layer CNN with input

Equations

(10)
dx

(n)
i

dt
= −x

(n)
i +

∑

|k|≤d

aky
(n)
i+k +

∑

|k|≤d

bku
(n)
i+k + z(n),

where u
(n)
i = y

(n−1)
i for 1 ≤ n ≤ N, and u

(0)
i = ui for i ∈ Z.

Questions
For N -layer CNN with input:

Relation between i-th and (i + 1)−th layer?

Entropy?

Zeta function?
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Partitions of the parameters spaces

Denote the parameters spaces and admissible local patterns of
each layer by

(11) P(i) = {(A(i), B(i), z(i))}, B(i)(A(i), B(i), z(i)),

for 1 ≤ i ≤ N . Let

A = (A(1), A(2), · · · , A(N)),

B = (B(1), B(2), · · · , B(N)),

P = (P(1),P(2), · · · ,P(N)).

(12)
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Partitions of the parameters spaces

Theorem 4.1
There exists K ∈ N and unique set of open subregions
{Pk}K

k=1 of P such that

(i) P =

K⋃

k=1

P̄k.

(ii) Pk

⋂
Pj = ∅ for k 6= j.

(iii) B(A, B, z) = B(A′, B′, z′) ⇔
(A, B, z), (A′, B′, z′) ∈ Pk for some k.

Linear Separation Theorem.

Thus, B
(
A(i), B(i), z(i)

)
for N–layer MCNN with input can

be uniquely specified.
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Transition matrix for N = 2

Given (A(1), B(1), z(1)), (A(2), B(2), z(2)) and U , we obtain the
admissible local patterns B(1), B(2) and the transition matrices
T1, T2, U.
Denote the transition matrix of B((A, B, z);U) = B(2) ∗ B(1) by
T.

Theorem 4.2

T = (T2 ⊗ E4) ◦ (E4 ⊗ (T1 ◦ (E4 ⊗ U)).

Theorem 4.3
Two-layer CNN is a sofic shift generated by labeled graph
(B(2) ∗ B(1),L).
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N -layer CNN for N ≥ 2

Theorem 4.4
If N ≥ 2, then given

(
A(i), B(i), z(i)

)
for i = 1, · · · , N, then

1 The transition matrix of (i + 1)−layer associate with the
i-th layer can be defined

Ti+1,i = (Ti+1 ⊗ E4) ◦ (E4 ⊗ Ti) .
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N -layer CNN for N ≥ 2

Theorem 4.4
If N ≥ 2, then given

(
A(i), B(i), z(i)

)
for i = 1, · · · , N, then

1 The transition matrix of (i + 1)−layer associate with the
i-th layer can be defined

Ti+1,i = (Ti+1 ⊗ E4) ◦ (E4 ⊗ Ti) .

2 The transition matrix of (i + 1)−layer associate with the
first i−layers can be recurrence defined

T̂i+1 = (Ti+1 ⊗ E4i) ◦
(
E4 ⊗ T̂i

)
.

where T̂1 = T1.
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N -layer CNN for N ≥ 2

Theorem 4.4
If N ≥ 2, then given

(
A(i), B(i), z(i)

)
for i = 1, · · · , N, then

1 The transition matrix of (i + 1)−layer associate with the
i-th layer can be defined

Ti+1,i = (Ti+1 ⊗ E4) ◦ (E4 ⊗ Ti) .

2 The transition matrix of (i + 1)−layer associate with the
first i−layers can be recurrence defined

T̂i+1 = (Ti+1 ⊗ E4i) ◦
(
E4 ⊗ T̂i

)
.

where T̂1 = T1.

3 Introduce S = {sijk}0≤i,j,k≤1, thus Si+1 can be recurrently
defined from Ti+1.
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Composition of sofics

Thus, we need to study the dynamics of convolution of
N -coupled sofic shifts, i.e.,

ΦN ∗ ΦN−1 ∗ · · · ∗ Φ1

where Φi is a sofic shift for all i = 1, · · · , N.
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Composition of sofics

Thus, we need to study the dynamics of convolution of
N -coupled sofic shifts, i.e.,

ΦN ∗ ΦN−1 ∗ · · · ∗ Φ1

where Φi is a sofic shift for all i = 1, · · · , N.

MCNN is a nature motivation for the convolution of
“N -coupled sofic shifts”.
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Symmetric of entropy for 1-D CNN without input.
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1 Two-dimensional MCNN.

1 Equivalent to more symbol problem.

2 Use connecting and trace operators in 2-dim patterns
generation problem to estimate lower bound and upper
bound of output entropy.

2 Entropy formula and Zeta function formula for MCNN:

h(Y
(i)
U ) = h(Y

(i−1)
U ) ∗ · · · ∗ h(Y

(1)
U )? for 1 ≤ i ≤ N

ζσ(Y
(i)
U ) = ζσ(Y

(i−1)
U ) ∗ · · · ∗ ζσ(Y

(1)
U )? for 1 ≤ i ≤ N
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