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Consider N =1andd =1,
dl‘i

The diagram of this CNN model:
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@ Output function

y= @) =5z +1] -
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y=f(x)

@ Initial conditions
ugk) (0) = ugk) and acz(-k) (0) :
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e B™: controlling template.
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Entropy and Zeta

Functions for MCNN
Consider A®) = (a} (k) (k) a(k)) Bk — (bl(k),b(’“),bs.k)) Jung-Chao Ban
Parameters space {(A 1), B(1)7 Z(l)), - (A(N),B(N)7 Z(N))} Introduction
In (1), consider stationary solutions: One-layer CNN
MCNN = N-coupled map lattice W}:"’

Introduction to sofic shift
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(i) Spatial entropy.
(i) Zeta function.

() {input (u{”)} =7 — { outputs (y™)} =¥
(1) Complexity of { outputs } = ).
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dt

In (1), consider N =1 andd = 1.
dmi

= —zitayi-1+ayi+aryiv1 +oui—1 +bui+bruip + 2.
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In (1), consider N =1 andd = 1.

dmi
@ -

= =it ayi—1 +ayi+aryit1 Hbui—1 +bui+bruitr + 2.
Consider the stationary solutions,

(4) 0= -2+ ayi—1 + ayi + arYir1 + brui—1 + bu; + byuipr + 2.
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@ Mosaic patterns with B = 0:
yi=1 & (a—1)+ 2+ (qyi-1 + aryiv1)
yi=-1 <

> 0.
(a —1) — 2z — (wmyi—1 + aryit1) > 0.
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@ Mosaic patterns with B = 0:

Yi = 1 & (a — 1) +z+ (al'yi—l + aryi+1) >0
yi=—-1 & (a—1)—2— (yi-1 + aryitr1) > 0.
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yi=1 & (a—1)+2z>
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© Partition of parameters space.
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2. Length of parameters:

Ay
lar] <lar|| |a:] <a|
la| > |ar

lar] > |ar|
ar| > |ar]

aj
lar] > |a|
lai| < lar]

lar| < ar|

A

Recent works and
future plans

Reference



3. Length of parameters:
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Given (4, z), the local patterns B = B((A4, z)).
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Example:
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Example:

Given (4, z), the local patterns B = B((A4, z)).
On region [3,2] ),
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The transition matrix
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1100 I
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— subshift of finite type of {0,1}%".
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The same region as last example,
G = (V(G),E(G)), where

{v1,v2,v3,v4} = {00, 01,10, 11},
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The same region as last example
G = (V(G),E(G)), where

{v1,va, 03,04} = {00,01,10,11}
feijl 1<i,j<4,ti; =1}

e 9
00

= T(A,z) : transition matrix of G = G(A4, z)
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Yn(4,2)

The same region as last example,
G = (V(G),E(G)), where

{v1,v2,v3,v4} = {00, 01,10, 11},
{eij| 1<, j <4ty = 1}

e 9
00

£(G)

= T(A,z) : transition matrix of G = G(A4, z).

{patterns of length n}
= {ehizeizia T ein—zin—1| tikik+1 =1,1<k<n- 2}'
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Given (4,z) = B(A,z) =T

I'.x1 : number of admissible patterns on Z,,«1
:>Fn><1 = |Tn_2|7

Vn >3
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Given (4,z) = B(A,z) =T

I'.x1 : number of admissible patterns on Z,,«1
:>Fn><1 = |Tn_2|7

Vn >3
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Given (4,z) = B(A,z) =T

I'.x1 : number of admissible patterns on Z,, «1
=Thx1 = [T" 2, Vn>3

Spatial entropy

logT'y,
h((A,2)) = lim %
1 r]Im—2
= lim log [T""7] = log p(T),
n—oo n
where p(T) is the maximum eigenvalue of T.
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(V) Spatial entropy

Given (4,z) = B(A,z) =T

anl

:>Fn><1 = |Tn_2|;

Vn >3
Spatial entropy

h((A,2)) = lim

n—oo

IOg anl
n
1 Tn—2
= lim log [T" 7| = log p(T),
n—oo n
where p(T) is the maximum eigenvalue of T.
h(T) { i 8 spatial chaos

pattern formation

number of admissible patterns on Z,, 1
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(V1) Zeta function Pliings oo
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Definition 2.1 ne-yr N
The zeta function of T is defined by Vi

©) G(t) = exp()_ 22em),
n=1

where p,, is the number of periodic patterns with period n in Z!.
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Two-layer CNN with inpu
Multi-layer CNN
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(7 pn, = tr(T").
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(V1) Zeta function Pliings oo
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Definition 2.1
The zeta function of T is defined by o

©) G(t) = exp()_ 22em),
n=1

where p,, is the number of periodic patterns with period n in Z!.

Theorem 2.3

oS T,
@® ¢@t) = p(nz::l —t")

= (det(I —tT))~*.
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© Partition of parameters space.
© Ordering matrix of all local patterns.
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Procedures

Introduction to sofic shift

L. Entropy for shift space
@ Partition of parameters space. P

. . Applic > one-layer
@ Ordering matrix of all local patterns. CNN wih fput

Difference between CNN
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One-layer CNN with input (B # 0)

Entropy and Zeta
Functions for MCNN
Jung-Chao Ban
Procedures
© Partition of parameters space.
@ Ordering matrix of all local patterns.
© Outputs of (4, B, z) and outputs of (A, B, z) with input ¢/
@ Labeled graph = Sofic shift.
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One-layer CNN with input (B # 0)

Procedures

© Partition of parameters space.
@ Ordering matrix of all local patterns.

© Outputs of (4, B, z) and outputs of (A, B, z) with input /.

© Labeled graph = Sofic shift.
@ Spatial entropy.
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One-layer CNN with input (B # 0)

Procedures

© Partition of parameters space.
@ Ordering matrix of all local patterns.

© Outputs of (4, B, z) and outputs of (A, B, z) with input /.

© Labeled graph = Sofic shift.
@ Spatial entropy.
Q@ Zeta function.
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(I) Partition of parameters space

Steps
© Sign of parameters (a;, a,, by, b, b;.).
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(I) Partition of parameters space

Steps
© Sign of parameters (a;, a,, by, b, b;.).
g Length Of (‘a’llﬁ |0""|7 |bl|= |b‘ ‘brl)
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(I) Partition of parameters space

Steps

© Sign of parameters (a;, a,, by, b, b;.).

Q Length of (Jail, |a [, |bul, [0, [b-])-

Q@ Relations between (|a;|, |a.|, |bi], [b], |br]).
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(I) Partition of parameters space

Steps

© Sign of parameters (a;, a,, by, b, b;.).
@ Length of (la, |ar|, [b], [B], b]).
© Relations between (|a;l, |a.|,|bi], |b], |br])-

© Relations between a, z and other parameters

[T”',TL}(J)! J = [jl',.jQ',.jS]-

(((((
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Why sofic?

Theorem 2.4

Introduction to sofic shift

For (4, B, z) € R7, there is a unique region [m,n], defines S
the basic set of admissible local patterns 5(A, B, z), where e

0<m,n <32, J=[j1,42,43), 1 < j1 <32,1 < jp <120, IR
1 < j3 < 231.

Two-layer CNN with input
Multi-layer CNN
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Example 2.5

Pick A = [a;, a,a,] and B = [b;, b, b,] satisfying
Q) a; > b > a. >b>b. > 0;

2) a+b. <by+ar,a;+b>a,+ b+ by;
(3) ar +b+b, <ar < b+

(4) by +b.<a,+0b,b >a,+b., a >b+b,

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN
Without input

‘With input
Why sofic?

Sofic shift
Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input
Multi-layer CNN

New phenomena

Recent works and
future plans

Reference



Entropy and Zeta
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Example 2.5
Pick A = [a;, a,a,] and B = [b;, b, b,] satisfying

(1) a; >by>ar >b>b. >0 :N;Lm:mr
(2) a; +b, <by+ar,a;+b>a,+ b+ by; Why sofic?
(SIRa s bt s aa < bushb; e
(4) by +b, <ar+b,b>a+b,a. >b+b, B

Application to one-layer
CNN with input

Take R = [23, 18]-region in (a — 1) — z plane and input
U={-+—-,—++,+—+}, we have the local patterns as
follows: Troyer CNN with np

Multi-layer CNN

vetween CNN
with and without input
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Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Example 2.5
Pick A = [a;, a,a,] and B = [b;, b, b,] satisfying

(1) ap > by > ar >b>b. >0; :NE:OI::P
(2) ar+by < b+ ar, a+b> a, + by + by st
(SIRa s bt s aa < bushb; e
(4) by+0b. <ar+b,b>ar+0b,a>b+b, e

Take R = [23, 18]-region in (a — 1) — z plane and input
U={-+—-,—++,+—+}, we have the local patterns as
follows: Troyer CNN with np

Multi-layer CNN

Difference between CNN
with and without input

-9- -©- -©- -0+
—8— — B+ +8+ — @8-
- -9+ +6- +o-
-8B+ +8+ —#- —@4
+te+  +e+  +e+  +e-
+B4+ -B+ —8- 4B+
- +9- -@+ -0+
-B+ —®- +B8+ —B+

v

=] (=3 = E E DA



New phenomena

Recent works and
future plans

Reference
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@ Given B = B((A, B, z))c {0,1}”* , hope to generate
= (B).

ulti-layer
Multi-layer CNN
New phenomena

Recent works and
future plans

o 5 - =

>

A

Reference

Two-layer CNN with input



@ Given B = B((A, B, z))c {0,1}”* , hope to generate
s (B).
@ Consider Output space:

Multi-layer CNN
Multi-layer CNN
New phenomena

Recent works and
future plans

o 5 - =

>

A

Reference

Two-layer CNN with input



(1) Ordering matrix of X3,

Motivations:

Entropy and Zeta

Functions for MCNN
Jung-Chao Ban
One-layer CNN
S (B).
@ Consider Output space:

Without input
With input

@ Given B = B((4, B, z)) c {0,1}”***  hope to generate

Why sofic?

Introduction to sofic shift
Entropy f

Zeta function

Yu = {(¥i);cz | there exists (u;),c, St. (you) € X (B)},

Two-layer CN

N with
Multi-layer CNN
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(I1) Ordering matrix of X3

Motivations:

2 (B).

@ Given B = B((4, B, z)) c {0,1}”***  hope to generate
@ Consider Output space:

generated from B, i.e.,

Yu = {(yi);ez | there exists (u;);c, St. (you) € ¥ (B)},
where (y o u) denote the co x 2 admissible patterns

S Y-1yoyr -

...u71u0u1 P

€ X (B).

Two

N with i
Multi-layer CNN

DA™
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u
With input

y sofic?




@ The ordering matrix Xsx2 = X(B) =

R
T00)[T00)
1ol 2
100|100
2 @ ol

1%}

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN
Without input
‘With input
Why sofic?

Sofic shift
Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input
Multi-layer CNN
Two-layer CNN with input
Multi-layer CNN

N

phenomena

Recent works and
future plans

Reference



of CNN with input.

One can see that there is self-similarity on the ordering matrix

R = B

=

A



One-layer CNN with input I/ is a sofic shift. I

R = R =

=

A



One-layer CNN with input I/ is a sofic shift.

B = R =

Er «E

3

A

Recent works and
future plans

Reference



(IV) Transition matrix

Example 2.7 (Continued)

T (B) can be constructed w.r.t X (B) as follows:

where T7 =

o O o o

o= O O

T3

o O = O

T
0

S O = O

o O o o

T

0

aTQ

o= O O

0
0
0

Ty

o O o o

0

o O = O

2 e o

o O = O

and

S O = O

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction to sofic shift
Entropy for shift space

Zeta function




© Introduction

@ One-layer CNN
@ One-layer CNN
@ Without input
@ With input
@ Why sofic?
© sofic shit
@ Introduction to sofic shift
@ Entropy for shift space
@ Zeta function
@ Application to one-layer CNN with input
@ Difference between CNN with and without input

Multi-layer CNN
@ Two-layer CNN with input
@ Multi-layer CNN

o
e New phenomena
Qo
Qo

Recent works and future plans
Reference
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Given A, B and z, we have the basic set (B) = B(A, B, z)
© |T"2(B)| =the number of all admissible patterns in
En><2 (B)

future plans

Reference

R = R =

=

A



Why Sofic?

Entropy and Zeta
Functions for MCNN
Jung-Chao Ban
Given A, B and z, we have the basic set (B) = B(A, B, z)
© |T"2(B)| =the number of all admissible patterns in ne-ayer O
E’IZXQ (B) \X:,’,\UOLKH;\LK
Q To generat_e admissible patter_ns of Yy, S ={sijk }Ogi,j,kgl Why sonc?
should be introduced to specify the output patterns. B

Two-layer

N with inpuf
Multi-layer CNN
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Why Sofic? Functons for MOV
Jung-Chao Ban
Given A, B and z, we have the basic set (B) = B(A, B, z)

© |T"2(B)| =the number of all admissible patterns in
Yux2 (B)

@ To generate admissible patterns of Yy, S = {si;x }O<m‘,k<1
should be introduced to specify the output patterns.

© Once

Wit it
Why sofic?

Introduction to sofic shift

ift space

T, T, 0 0
0 0 T3 Ty
Ts Ts 0 0
0 0 T Ty

Multi-layer CNN

T =

is constructed, let

S= {8000, 5001, S0105 S0115 5100, $1015 110, S111} , then
symbolic transition matrix S is:

s00011  soo1T2 O 0

S — 0 0 so1013  so111}
s100l5  s1017 O 0
0 0 s110d7  s1117%

[} = =

DA™
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Theorem 2_8 Introduction

One-layer CNN

Yu is conjugate to Xs under ¢ : Yy — Xgs, Where ¢ is a factor e e

Without input

map induced by the sliding block code @ (yoy1¥2) = Syoyiys- withinput

Why sofic?

Sofic shift
Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input
Multi-layer CNN

New phenomena

Recent works and
future plans

Reference
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Theorem 2.8

Yy is conjugate to Xs under ¢ : Yy — Xs, where ¢ is a factor
map induced by the sliding block code ® (yoy192) = Syoy1ys-

Why sofic?

Theorem 2.9

If X and Y are shift spaces, and X is conjugate to Y under
conjugacy ¢, then

o h (X) - h (X) ; Two-layer CNN with inpuf
9 (o (X) = oy (V)

u}
U]
1
u
it
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Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Theorem 2.8

Yy is conjugate to Xs under ¢ : Yy — Xs, where ¢ is a factor B

map induced by the sliding block code @ (yoy1¥2) = Syoyiys- ]

Theorem 2.9 S

If X and Y are shift spaces, and X is conjugate to Y under H'py

conjugacy ¢, then Wit e WAhOLC AR
@ h(X)=h(X); Tuieyer CAN i
® (o (X) = Coy (V) B

@ Thus the problem of computation the entropy and zeta
function of Yy, is equivalent to compute the these two
invariants of Xs.

u}
U]
1
u
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© sofic shift

o
5
o
o

Q Introduction

One-layer CNN

@ One-layer CNN
@ Without input
@ With input

@ Why sofic?

@ Introduction to sofic shift

@ Entropy for shift space

@ Zeta function

@ Application to one-layer CNN with input

@ Difference between CNN with and without input

Recent works and

Multi-layer CNN future plans

Reference

@ Two-layer CNN with input
@ Multi-layer CNN

New phenomena
Recent works and future plans
Reference

B = R =
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@ One-layer CNN
@ Without input
@ With input
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© sofic shift
@ Introduction to sofic shift
@ Entropy for shift space
@ Zeta function
@ Application to one-layer CNN with input
@ Difference between CNN with and without input
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Introduction to Sofic Shift

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Definition 3.1

A labeled graph G is a pair (G, £) , where G is a graph with
edge &, and the labeling £ : £ — A assigns to each edge ¢ of

G alabel L (e) from the finite alphabet .A. The underlying graph
of Gis G.

Two-layer CNN with inpu

Multi-layer CNN

DA™



Introduction to Sofic Shift

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Definition 3.1

A labeled graph G is a pair (G, £) , where G is a graph with
edge &, and the labeling £ : £ — A assigns to each edge ¢ of

G alabel L (e) from the finite alphabet .A. The underlying graph
of Gis G.

Two-layer CNN with inpu
Multi-layer CNN

DA™



@ If( =---e_jepey -+ - is a bi-infinite word in G, define the
label of the walk ¢ to be

Loo=-L(e_1)L(eq) L(e1)-- € AL

R = R

A



@ If ( =---e_jepey -+ - is a bi-infinite word in G, define the

label of the walk ¢ to be

Lo =-L(e_1)L(eo)L(er)-- € A"

0010O0T1:

* <«
Sl S
o> <
Q €
o~

@ Thus, Xg is defined,

Xg={ze A 2 =L (¢) forsome ¢ € X¢}.

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN
Without input
With input
Why sofic?

Sofic shift
Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input
Multi-layer CNN
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Recent works and
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© Introduction

@ One-layer CNN
@ One-layer CNN
@ Without input
@ With input
@ Why sofic?
© sofic shift
@ Introduction to sofic shift
@ Entropy for shift space
@ Zeta function
@ Application to one-layer CNN with input
@ Difference between CNN with and without input

Multi-layer CNN
@ Two-layer CNN with input
@ Multi-layer CNN

o
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Qo
Qo
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@ X : shift space, h (X) = lim

log Bu (X)|
where B,, (X) is the n-block of X.

R = R =

=

A



@ X : shift space, h (X) = lim M
where B,, (X) is the n- bIock of X.

@ The entropy of X is the growth rate of n-block in X

i.e., it measures the complexity of X.

o 5 - =

A

New phenomena

Recent works and
future plans

Reference



Entropy for Shift Space

@ X : shift space, h (X) = lim M,
where B,, (X) is the n-block of X.

@ The entropy of X is the growth rate of n-block in X,
i.e., it measures the complexity of X.

@ For N—layer CNN, in some region of parameter space, we
compute the entropy of the output space & (Yy),
where Yy = {(4i);cz |3 (ti);ez St (you) € X (B)}

u}
U]
1
u
it
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One-layer CNN
Without input
With input

Why sofic?

Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Two-layer CNN with input
Multi-layer CNN



Computation of Entropy for SFT

Theorem 3.2

If X is a SFT, and T is its transition matrix,

h(X) =logp(T).
where p (T) is the maximal eigenvalue of T.

then

DA™

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction to sofic shift
Entropy for shift space
Zeta function

Two-

NN with i
Multi-layer CNN



Computation of Entropy for Sofic Shift Funcions o MCAN

Jung-Chao Ban

One-layer CNN
Without input

With input

Definition 3.3
A label set G = (G, £) is right resolving if for every vertex I of MG 27 DSE ST

? Entropy for shift space
G, the edge from [ carry different labels. Zetauncion
Application to one-layer
CNN with input

Difference between CNN
with and without input
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Computation of Entropy for Sofic Shift

Definition 3.3

A label set G = (G, £) is right resolving if for every vertex I of

G, the edge from I carry different labels.

DA™

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN
Without input
With input
Why sofic?

Sofic shif

Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Multi-layer CNN
Two-layer CNN with input
Multi-layer CNN
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Recent works and
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Theorem 3.4

Given Yy, and S = (G, £) is the sofic shift induced by Yy, if S
is right-resolving, then the entropy of Xg is

h(Xs) =logp(T).

where p (T) is the maximal eigenvalue of T.

u}

U]
1

u
it
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One-layer CNN
Without input
With input

Why sofic?

Introduction to sofic shift
Entropy for shift space
Zeta function

Applic 0 one-layer
CNN with input

Difference between CNN
with and without input

Two-layer CNN with input

Multi-layer CNN



Theorem 3.4

Given Yy, and S = (G, £) is the sofic shift induced by Yy, if S

is right-resolving, then the entropy of Xg is
h(Xs) =logp(T).

where p (T) is the maximal eigenvalue of T.

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

One-layer CNN
Without input
With input

Why sofic?

Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer
CNN with input
Difference between CNN
with and without input

@ In this case, h (Yy) = h(Xs) = logp (T).

u}
U]
1
u
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y Two-layer CNN with input
Multi-layer CNN
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One-layer CNN
Without input

Theorem 3.5

leen S - (GT7 E) IS a Iabeled graph WhICh IS nOt rlght Introduction to sofic shift
resolving, then there is a sofic shift H = (Gg, £) which is right envop or st sace
resolving that is conjugate to Xg, i.e., Xs = Xy.

Application to one-layer
CNN with input

Difference between CNN
with and without input

Two-layer CNN with input

Multi-layer CNN
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One-layer CNN
Without input

Theorem 3.5 o
Given S = (Gr, £) is a labeled graph which is not right

Introduction to sofic shift
resolving, then there is a sofic shift H = (Gg, £) which is right Eropyfor shit space
. . . . Zeta function
resolving that is conjugate to Xg, i.e., Xs = Xy. P

CNN with input

Difference between CNN
with and without input

@ Inthis case h (Yy) = h (Xs) = h (Xy) =logp (H).
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One-layer CNN

Theorem 3.5 i

Given S = (Gr, £) is a labeled graph which is not right B
resolving, then there is a sofic shift H = (Gu, £) which is right Enopy for it sace
resolving that is conjugate to Xg, i.e., Xs = Xx. el S

CNN with input

Difference between CNN
with and without input

@ Inthis case h (Yy) = h(Xs) = h (Xx) = logp (H).

@ The method for constructing H = (Gw, £) is called “Subset Mutr-ayer AN
Construction”.
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Example 3.6

For a sofic shift with the sign matrix is

@, ®

o 5 =

> <

A

ulti-layer

Two-layer CNN with input
Multi-layer CNN

New phenomena

Recent works and
future plans

Reference



Introduce a new symbol {0, 1} ,and a new symbolic adjacency
matrix C indexed by {0, 1, {0,1}}as

a b 1%
C = a o o
b o

Thus in this case C is right resolving, and Xg, ~ Xg...

@ Such construction is not unique, all of them are conjugate.

u}
U]
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Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer
CNN with input

Difference between CNN
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Introduce a new symbol {0, 1} ,and a new symbolic adjacency
matrix C indexed by {0, 1, {0,1}}as

a b 1%

C = a o o

b o

a a
A
0,1
0w b 1Y
\7 ;

b

Thus in this case C is right resolving, and Xg, ~ Xg...

@ Such construction is not unique, all of them are conjugate.
@ Minimal subset construction

u}
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One-layer CNN
Without input
With input

Why sofic?

Introduction to sofic shift
Entropy for shift space
Zeta function
Application to one-layer
CNN with input

Difference between CNN
with and without input




For computation the entropy of Gg = (G 4, £), define the
transition matrix of C' by

D =

O =
_ o
o O O

we have

h(Xgy) = h(Xg.) =logp (D) = log L;/g

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

One-layer CNN
Without input
With input

Why sofic?

Introduction to sofic shift
Entropy for shift space
Zeta function

Applic 0 one-layer
CNN with input

Difference between CNN
with and without input

Two-layer CNN with input

Multi-layer CNN



Q Introduction

@ One-layer CNN
@ One-layer CNN
@ Without input
@ With input
@ Why sofic?
© sofic shift
@ Introduction to sofic shift
@ Entropy for shift space
@ Zeta function
@ Application to one-layer CNN with input
@ Difference between CNN with and without input

Multi-layer CNN
@ Two-layer CNN with input
@ Multi-layer CNN

o
@ New phenomena
Qo
Qo

Recent works and future plans
Reference
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Zeta Functions for SFT

Definition 3.7

Let (M, ¢) be a dynamical system for which p,, (¢) < oo for all
n > 1. The zeta function ¢, (¢) is defined as

Go (1) = exp (; 2al0) t)
Theorem 3.8

Zeta function

Let A be an r x r nonnegative integer matrix, x 4 (¢) is
characteristic polynomial, then

1 1
Coa (1)
polynomial.

T txa (D) det(Id —tA)
Thus the zeta function of a SFT is the reciprocal of a

DA™
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Notations:

G = (G, L) : right resolving labeled graph
r . the number of vertices in G

V={1,---,r}

B : the symbolic transition matrix of Xg
A : obtained from B by letting all the symbol equal to 1

Q F={fi-fj}

7 . permutation act on F

i.e.,ﬂ'(F) = (fil,---

 fiy) With 7w (fi) = fi, fork =1,

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Without inpu

With input

Introduction to sofic shift
Entropy for shift space

Zeta function

Two-layer CNN with inpu
Multi-layer CNN
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Notations:

G = (G, L) : right resolving labeled graph
r . the number of vertices in G

V={1,---,r}

B : the symbolic transition matrix of Xg

A : obtained from B by letting all the symbol equal to 1
O F= {fi--

7 : permutation act on F
e, m(F)=

@ Define the

fi}
(fm...

sgn ()

 fiy) With 7w (fi) = fi, fork =1,

1

-1

if 7 is even

if 7 is odd

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

thout inpu

With input

Introduction to sofic shift
Entropy for shift space

Zeta function

Two-layer CNN with inpu
Multi-layer CNN
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© Construct G; with {+a :a € A} ,where 1 < j <r = V|

future plans

Reference
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Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction

One-layer CNN
One-layer CNN

Signed subset matrices: R

With input
Why sofic?

@ Construct G; with {+a:a € A}, where 1 < j <r = V| P

Introduction to sofic shift

\ . . Entropy for shift space
Q V= (]) : the number of vertices of G;. S

Application to one-layer
CNN with input
Difference between CNN
with and without input
Multi-layer CNN
Two-layer CNN with input
Multi-layer CNN

New phenomena

Recent works and
future plans

Reference
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Signed subset matrices:
@ Construct G; with {+a:a € A}, where 1 < j <r = V|

Q V)| = () : the number of vertices of G;.

@ Ifthereisaedge asentZ ={I,---,I;} to
J ={Ji1,---,J;} thenthereis a labeling a from Z to 7 in
G; it (J1,---,J;) is even, otherwise, label it by —a.
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With input
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Introduction t¢
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Signed subset matrices:

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

One-layer CNN

Q V)| = () : the number of vertices of G;.

G; if (Ja,-

Without input

@ Construct G; with {+a:a € A}, where 1 < j <r = V|

input
Why sofic?

@ Ifthereis aedge asentZ ={I;,

Introduction to sofic shift
Entropy for shift space
Zeta function

.. ,Ij} to
J ={Ji1,---,J;} thenthereis a labeling a from Z to 7 in
,J;) is even, otherwise, label it by —a.
©Q We get G;, B; and A4;.




Theorem 3.9

Let G be a right resolving labeled graph with r vertices, and let
A; be its jth sign subset matrix. Then

T

Cog (1) = [ [det (Id — 24;)] Y

Jj=1

@ Thus the zeta function for a sofic shift is a rational function.
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Example 3.10 (Even Shift)

If G = (G, L), with B = [Z g]andA: “ é],then

G1 = G. Moreover, G, can be constructed with B, = [—b] and
Ay =[-1].

/\ —b

C . . 0.1}

Thus, the zeta function can be computed as

14¢

s =153

Entropy and Zeta
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One-layer CNN
Without input
With input

Why sofic?

Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer
CNN with input

Difference between CNN
with and without input

Two-layer CNN with input
Multi-layer CNN
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Application to one-layer CNN with input Furcions o NG

Jung-Chao Ban

Withc

With input

Theorem 3.11 o
Given 4, B, z,and U, let T = T((A, B, z)), e

T = T((A’ B’ Z);u) E MIG(R) and U = T(u) E M4(R) be the Ap;;\icatwonto?ne-layer
transition matrices, then o be

(9) T = ']’\f o) (E4 X [U), Two-layer CNN with inpu

Multi-layer CNN

where o and ® are the Hadamard product and Kronecker
product, resp., Ex = (e;;) € Ma(R) with e;; = 1 for all ¢, j.
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Computation of entropy for CNN with input

Example 3.12 (Continued)
Same example as before, the transition matrix is

where 77 =

o O o o

Ty

0

T = T

0

0O 0 O
0O 1 1
1 0 O
0O 0 O
0
0
Tg—o
0

Ty

0
0
0

o = O O

1>

0
0
0

T

o O o o

0
T3
0
Ty

o O o o

o o = O

o O OO

o O = O

o o = O

and
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1 inp
Why sofic?

Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer

CNN with input

Difference between CNN
ou
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Example 3.12 (Continued)
Therefore, we have

Computation of entropy for CNN with input

so00l1  soo111 0
0 0
S:
s1001%

0
0 501113
0 0 0
0 0 s10Th  sinTh
(3.4
b
{ll |>} \

{16}
d
{7,8} 10}
N
{14}
N

%‘\

15,16}

This sofic is not right resolving. Use subset construction

DA™
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Introduction to sofic shift
Entropy for shift sy

Application to one-layer
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Computation of entropy for CNN with input Funcions o MCAN

Jung-Chao Ban

Example 3.12 (Continued)
New right resolving sofic shift can be obtained as

With input

Introduction to sofic shift
Entropy for shift space
Zeta functi

Application to one-layer
CNN with input
Difference between CNN
with and without input

Two-layer CNN with inpu
Multi-layer CNN

OO O OO OOOOHHO
SO OO O OO OO o oo
OO OO OrROO0COO O
SO OO O OO OO+ HO
OO O DODODODODODOOOO OO
SO OO O OO O OO O
H O FEF OOOOOOOoOOoOo
OO OHrOOOOOO OO
_H O OOOFMEOOOO
OO O DODODODODODOOOOC OO
SO OO O OO O +HO OO
OO OHrOOOOOO OO

then h ((4, B,z)) =logA >0
where ) is the maximal eigenvalue of t5 — 2t* + 2 — 1 = 0.

[m] = = =
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Computation of entropy for CNN with input Funcions o MCAN

Jung-Chao Ban

Example 3.12 (Continued)
For the computation of zeta function, we should construct the | ..
k—th sign subset matrices Ay, of H. i
0 -1 -1 0 0 0 0 0
ORI B 0RR08 SR0E 00
0 0 0 0 -1 0 O 0 e
00 0 0 -1 0 0 0 ST
Al — ]HL A2 — 0 0 0 0 0 0 0 0 y m::wu: um::‘\wt‘rJrJ
0 0 0 0 0 0 -1 -1 .
0 0 0 0 0 0 -1 -1
| 0 0 0 0 0 0 0 0
and A3 = --- = A5 = 0, then
o = (t+1)?
THT1 242 44 — 6
o g - = = ‘):G
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Relations

Theorem 3.13

Given (A, B, z) , then

uniquely defined and

© If B =0, then B (A, B, z) and transition matrix T can be

Y (B(A,B,z)) = Xt

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Application to one
CNN with input

Difference between CNN
with and without input

Two

N with input
Multi-layer CNN
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Relations

Theorem 3.13

Given (A, B, z) , then

© If B =0, then B (A, B, z) and transition matrix T can be
uniquely defined and

S (B (A, B, z)) = Xr

Q@ If B #0, B(A, B, z) and transition matrix T can be
where

uniquely defined. Let S = {s;},.; and construct S, then

Yy = Xs,

Yu = {(y:);cz | there exists (u;);c;, St. (you) € £(B)}.
and labeling by S.

and S = (G, S) is the sofic shift with underling graph Gt
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@ CNN without input < SFT

R = R =

=

A



e CNN without input < SFT
e Entropy

R = R =

=

A



e CNN without input < SFT
o Entropy

@ Zeta Function

R = R =

=

A



e CNN without input < SFT
o Entropy

@ Zeta Function

@ Ergodic Theorem (transitivity, mixing and measure)

R = B

=

A
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One-layer CNN
e CNN without input < SFT W
L
@ Entropy
@ Zeta Function Invoducion o sofc shit
¢ Ergodic Theorem (transitivity, mixing and measure) e

Application to one-layer
CNN with input

@ CNN with input and MCNN< Sofic. o

Two-layer CNN with input
Multi-layer CNN
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One-layer CNN
e CNN without input < SFT W
L
@ Entropy
@ Zeta Function Invoducion o sofc shit
¢ Ergodic Theorem (transitivity, mixing and measure) e

Application to one-layer
CNN with input

@ CNN with input and MCNN< Sofic. T

° Entropy Two-layer CNN with input

Multi-layer CNN
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One-layer CNN
e CNN without input < SFT W
L
@ Entropy
@ Zeta Function Invoducion o sofc shit
¢ Ergodic Theorem (transitivity, mixing and measure) e

Application to one-layer
CNN with input

@ CNN with input and MCNN< Sofic. o

Two-layer CNN with input
o Entropy - Mu\t\r\ayym CNN :
@ Zeta Function
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Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

One-layer CNN

e CNN without input < SFT it

With input
Why sofic?
@ Entropy
@ Zeta Function Introduction to sofic shi
@ Ergodic Theorem (transitivity, mixing and measure) R

Application to one-layer
CNN with input

@ CNN with input and MCNN< Sofic. it

) Entl’Opy Iqu(;“?f,;?,‘\:\,\‘m input
@ Zeta Function
o Ergodic Theory (transitivity, mixing and measure)
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MCNN: N-layer CNN with input

Equations

(10)

Entropy and Zeta
Functions for MCNN
Jung-Chao Ban
(n)
dx;
dt

="+ Z akygz)k + Z bkuz(.i)k + 2,
|k|<d
where u{™)

|k|<d
Questions

Why sofic?

=y Vfor1 <n< N, and u” = u, fori € Z.
For N-layer CNN with input:

Introduction to sofic shift
Entropy for shift space
Difference between CNN
with and without input
o
Two-layer CNN with input
Multi-layer CNN
@ Relation between i-th and (i + 1)—th layer?
o
]
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MCNN: N-layer CNN with input

Entropy and Zeta
Functions for MCNN
Jung-Chao Ban
Equations
(10) dzz(,") RN CONN Z (n) | Z boul™ 4 o)
a T Ytk KUk T 2070
|k|<d |k|<d .
where u(™ = 4"V for 1 <n < N, and u{”) =, for i € Z. an
Questions e
For N-layer CNN with input:
@ Relation between i-th and (i + 1)—th layer?
@ Entropy?
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MCNN: N-layer CNN with input

Entropy and Zeta
Functions for MCNN
Jung-Chao Ban
Equations
da” (n) (n) M) ()
(10) pra I Z aky; x + Z brug, + 2",
|k|<d |k|<d .
where u(™ = 4"V for 1 <n < N, and u{”) =, for i € Z. an
Questions B
For N-layer CNN with input:
@ Relation between i-th and (i + 1)—th layer?
@ Entropy?
@ Zeta function?
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Partitions of the parameters spaces

Denote the parameters spaces and admissible local patterns of

each layer by
(11) PO = {(AD, B 0N BOAO BO ()
for1 <7< N. Let

A= (AW A® .. ANy
(12) B:(B(l),B(Q),--- 7B(N)),
P=(PL, PR ... pW)

DA™

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

Introduction to sofic shift
Entropy for shift space

Zeta function

Two-layer CNN with input
Multi-layer CNN



Partitions of the parameters spaces
Theorem 4.1

There exists K € N and unique set of open subregions
{P:}£_, of P such that

K
0 P=J P
k=1
(i) P.(\P; =@ for k # j.

(i) B(A,B,z)=B(A, B, 2) <

(A,B,z), (A", B, 2") € Py for some k.
@ Linear Separation Theorem.

@ Thus, B (AW, B® 29} for N-layer MCNN with input can
be uniquely specified.

DA™

Two-layer CNN with input
Multi-lay

r CNN
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Transition matrix for N = 2

Given (AW, BM (1)) (A2 B2 »(2)) and U, we obtain the

admissible local patterns B(Y), B() and the transition matrices

Tll TQ! U.
Denote the transition matrix of B((A, B, z);U) = B x BY) by
T.
Theorem 4.2

T = (TQ ® E4) o (E4 ® (Tl ¢} (E4 ® U))
Theorem 4.3

Two-layer CNN is a sofic shift generated by labeled graph
(B@ x B L).

DA™
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Introduction to sofic shift

Two-layer CNN with input

Multi-layer CNN
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@ Entropy for shift space
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N-layer CNN for N > 2

Theorem 4.4

i-th layer can be defined

If N > 2, then given (A®), B®, 2() fori=1,--- N, then
© The transition matrix of (i + 1)—layer associate with the

Tit1,i = (Tit1 @ Ex) 0o (B4 R T;).

Two

Multi-layer CNN

DA™

ith input
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N-layer CNN for N > 2

Entropy and Zeta
Functions for MCNN
Jung-Chao Ban
Theorem 4.4
If N > 2, then given (A®), B®, 2() fori=1,--- N, then
© The transition matrix of (i + 1)—layer associate with the
i-th layer can be defined
Tit1: = (Tix1 @ Bs) o (B4 @ T;).
© The transition matrix of (i + 1)—layer associate with the
first i—layers can be recurrence defined

where Tl =T;.

TH—I = (TH—I ® E4-L) ¢} (E4 X ']Tl) .

Multi-layer CNN
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N-layer CNN for N > 2

Entropy and Zeta
Functions for MCNN
Jung-Chao Ban
Theorem 4.4
If N > 2, then given (A®), B®, 2() fori=1,--- N, then
© The transition matrix of (i + 1)—layer associate with the
i-th layer can be defined
Tit1: = (Tix1 @ Bs) o (B4 @ T;).
© The transition matrix of (i + 1)—layer associate with the
first i—layers can be recurrence defined

Ti+1 = (Ti+1 ® E4-L) ¢} (E4 X ']Tl) .
where Tl =T;.
defined from T, ;.

Multi-layer CNN

© Introduce S = WS s k<1 thus S;;1 can be recurrently
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@ Thus, we need to study the dynamics of convolution of
N-coupled sofic shifts, i.e.,

(bN*(I)N—l*"'*(bl
where ®; is a sofic shiftforalli =1,--- | N,

R = R =

=

A

Reference



@ Thus, we need to study the dynamics of convolution of
N-coupled sofic shifts, i.e.,

(PN*q)N—l*"'*(bl
where ®; is a sofic shiftforalli =1,--- | N,

@ MCNN is a nature motivation for the convolution of
“N-coupled sofic shifts”.

o 5 =

Er <

A

Multi-layer CNN

Two-layer CNN with input
Multi-layer CNN

New phenomena

Recent works and
future plans

Reference
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® Symmetric of entropy for 1-D CNN without input.

Multi-layer CNN

New phenomena

Recent works and
future plans
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Entropy for one-layer CNN with input Funcins o MCAN

Jung-Chao Ban

@ Symmetric of entropy for one-Layer CNN with input.

[16,16] One-layer CNN
Without input
With input
Why sofic?

Introduction to sofic shift
Entropy for shift space
Zeta function

Application to one-layer
CNN with input
Difference b
with and v

veen CNN
out input

Two-layer CNN with input
Multi-layer CNN

New phenomena




[16,16]

@ Nonsymmetric for N-Layer CNN with input with N > 2.

layer

Multi-layer CNN
New phenomena

Recent works and
future plans
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© Two-dimensional MCNN.

B = R =

A



© Two-dimensional MCNN.

@ Equivalent to more symbol problem.

o 8

A

future plans
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Recent wroks and Future Plans

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

© Two-dimensional MCNN.

One-layer CNN

© Equivalent to more symbol problem.

© Use connecting and trace operators in 2-dim patterns

generation problem to estimate lower bound and upper
bound of output entropy.

Recent works and
future plans
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Recent wroks and Future Plans

© Two-dimensional MCNN.
© Equivalent to more symbol problem.
© Use connecting and trace operators in 2-dim patterns

generation problem to estimate lower bound and upper
bound of output entropy.

© Entropy formula and Zeta function formula for MCNN:

Yy = h(V Y s (v )27 for1 <i < N

GOV = GV ) s (Y )2 for1 <i < N

Entropy and Zeta
Functions for MCNN

Jung-Chao Ban

One-layer CNN

Without input

Differe veer
with and without input

Two-layer CNN with input
Multi-layer CNN

Recent works and
future plans
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@ Application to one-layer CNN with input
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Lattice Dynamical Systems

© Chua L.-O, and Yang L. [1988] "Cellular neural networks:
Theory”, IEEE Trans. Circuits Systems. 35, 1257-1290.
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Patterns Generation and Spatial Entropy

© Juang J. & Lin S.-S. [2000] "Cellular Neural Networks: Mosaic
pattern and spatial chaos”, SIAM J. Appl. Math. 60, 891-915.
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Patterns Generation and Spatial Entropy

© Juang J. & Lin S.-S. [2000] "Cellular Neural Networks: Mosaic
pattern and spatial chaos”, SIAM J. Appl. Math. 60, 891-915.

@ Hsu C.-H., Juang J., Lin S.-S., & Lin W.-W [2000] "Cellular neural
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Patterns Generation and Spatial Entropy

Entropy and Zeta

Functions for MCNN
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© Juang J. & Lin S.-S. [2000] "Cellular Neural Networks: Mosaic
pattern and spatial chaos”, SIAM J. Appl. Math. 60, 891-915.

@ Hsu C.-H., Juang J., Lin S.-S., & Lin W.-W [2000] "Cellular neural

networks: local patterns for general template”, International J. of
Bifurcation and Chaos 10, 1645-1659.

One-layer CNN

© Juang J., Lin S.-S., Lin W.-W. & Shieh S.-F [2000] "The spatial

entropy of two-dimensional subshift of finite type”, International J
of Bifurcation and Chaos 10, 2845-2852.
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